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A Message from the EUSFLAT President

Dear friends, dear colleagues,

it is already the fifth time that our society celebrates its biannual conference which has become a well-known and well-established event in the international soft computing community. We have the pleasure to meet in the Czech Republic for the first time, in the gorgeous city of Ostrava in the center of the Moravian-Silesian region. For fuzzy logic scientists, Ostrava has been a well-known name for long, as it is the place where one of the best-known and most influential groups in our community is located – the Institute for Research and Applications of Fuzzy Modeling (IRAFM) headed by Prof. Vilém Novák. I consider it more than appropriate to have our conferences at places where highly important advances of our research area have been made. Hereby, I want to thank Vilém and his numerous co-workers for a very smooth and highly professional organization of our conference, which will surely be another highlight in the history of EUSFLAT. In particular, I want to thank Martin Štěpnička who has been my main contact person during the preparations for the conference and who spent a tremendous effort to make EUSFLAT 2007 an unforgettable event.

An impressive number of papers have been submitted to the conference, out of which 129 have been accepted and included in the proceedings volume you are holding in your hands right now. I want to thank all participants for sharing their research results with us and for considering EUSFLAT 2007 as the right forum to present them to the community. I thank those who are already members of EUSFLAT for their continued faithfulness and support and those who have become new members by registering to the conference for their interest in EUSFLAT and its conference. I hope that – for both groups – EUSFLAT will continue to provide a useful exchange and support platform for researchers in the area of fuzzy logic and technologies.

I wish all of you a most successful event, interesting discussions, new ideas and insights, and pleasant days in Ostrava and I hope to welcome you at future events organized by our society!

Ulrich Bodenhofer
President of EUSFLAT
Foreword

It is a great pleasure for me to welcome you in Ostrava. The 5th Conference of the European Society for Fuzzy Logic and Technology is an important opportunity to meet people especially from Europe but also from non-European countries. Recall that EUSFLAT Conferences are organized every two years with the goal to bring together scientists working on methods for fuzzy modeling, foundations of soft computing, computational intelligence and related areas. This conference provides a medium for exchange of ideas between theoreticians and practitioners in the above areas.

I am very happy that the local organization is under the auspices of the rector of the University of Ostrava, Prof. Jiří Močkoř and the conference is supported by the Town Council of Ostrava. It is also specific that there are two conferences affiliated with EUSFLAT 2007, namely 6th Workshop of the ERCIM Working Group on Soft Computing and also 14th Zittau Fuzzy Colloquium.

Organizing EUSFLAT 2007 Conference in Ostrava is not occasional. We have a long tradition in the research of fuzzy logic, fuzzy modeling as well as of some other methods of soft computing, such as neural networks and evolutionary algorithms. The results of people from this region, part of them now working in the Institute for Research and Applications of Fuzzy Modeling of the University of Ostrava are internationally renowned. Let us also remind that we have also significantly participated in organizing of the International Fuzzy Systems Association World Congress, which took place in 1997 in Prague.

Ostrava is a large industrial town that has about 300 thousand inhabitants. The original coal mining, iron and steel works industry by which Ostrava was famous in the past, has now been significantly reduced (the coal mining has been completely abolished). After partial depression, Ostrava is now successfully gaining its prosperity.

Ostrava and its surroundings is a place where famous people have been born or lived. Among them, let us mention especially one of the best Czech music composers, Leoš Janáček, who was born in Hukvaldy (a small village about 25 km from Ostrava) and died in Ostrava, and Sigmund Freud who was born in Příbor (a small town about 30 km from Ostrava). In the distance of about 35 km, Ostrava is surrounded by Beskydy mountains (average height 1000 m; the highest mountain Lysá hora has 1300 m). It is also notable that a beautiful castle Hradec nad Moravicí (about 35 km from Ostrava) has been visited in 1802 by Ludwig van Beethoven who has finished there his piano sonata “Appasionata”. Other notable place of interest is Landek — a small hill with and open-air mining museum with some archeological excavations and reconstruction of mammoth-huntsmen village. When climbing the Town Council Tower, a typical landmark of Ostrava, you will realize that this town is full of trees and parks. We have 3 theaters where operas, light operas and ballets are played and world renowned Janáček symphony orchestra giving regularly its concerts. There are also many small restaurants and bars, most of them located in famous street Stodolní.

As a chair of EUSFLAT 2007, I would like to express my thanks to all who participated at its success, namely to all members of the local committee, to all the organizers of invited sessions, and to all other colleagues who helped us with its organization. Our special thanks belong to the Town council of Ostrava for its support.

Vilém Novák
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Invited Lectures
Fuzzy Logic and Theories of Vagueness

Christian G. Fermüller
Theory and Logic Group,
University of Technology
Vienna

Abstract

Fuzzy Logic has been successfully applied to all kinds of scenarios, where degrees of membership and truth can be systematically discerned. However it is highly contentious whether this fact renders Fuzzy Logic an ideal tool for modelling reasoning with vague concepts and propositions. There is a lively and prolific debate in analytic philosophy about so-called theories of vagueness. Interestingly, degree based approaches don’t fare well among most contemporary philosophers. In this talk we will survey this discourse on vagueness from a logician’s perspective and try to explain why various alternatives to many valued logics are deemed necessary to model human reasoning under vagueness. We maintain that deductive Fuzzy Logic in itself is hardly a full-blown theory of vagueness, but may play an important role in formalizing and quantifying different aspects of handling logically complex vague information.
Algebraic semantics for $t$-norm based fuzzy logic

Joan Gispert
Facultat de Matemàtiques
Universitat de Barcelona
Barcelona

Abstract

In this talk we present from an algebraic point of view the general framework of core and $\Delta$-core fuzzy logics. We consider three types of completeness with respect to any semantics of linearly ordered algebras and we give useful algebraic characterizations of these completeness. Moreover we distinguish some special semantics for these logics and we survey the known completeness methods and results for prominent logics.
Mathematical fuzzy logic – a survey and some news

Petr Hájek
Institute of Computer Science
Academy of Sciences of the Czech Republic
Prague
Czech Republic

Abstract
Mathematical fuzzy logic (or fuzzy logic in a narrow sense) is a many-valued symbolic logic with a comparative notion of truth. The present state of development of t-norm based fuzzy propositional and predicate logic will be surveyed and some recent results will be described (on witnessed models and others).
Recent Advances in the Field of Left-continuous T-norms

Sándor Jenei
Institute of Mathematics and Informatics
University of Pécs
Ifjúság u. 6, H-7624 Pécs, Hungary
jenei@ttk.pte.hu

Abstract

The recent advances in the research of left-continuous t-norms is summarized in this talk. The main focus is on construction methods, geometric description, and structural characterization. We point out further research directions and open problems.

1 Summary

The structure of continuous t-norms has been known since ages [19]. In many mathematical theories left-continuous t-norms have been used for a few decades without having a single (non-continuous) example at hand. After this long period – when no left-continuous t-norm was known – the first example, the nilpotent minimum, was found by Fodor [2]. Even after finding this example many researchers believed that this is the only one, and a conjecture was published saying, roughly speaking, that the nilpotent minimum is the only left-continuous t-norm.

Next, a series of papers have appeared [11, 14, 15, 8, 7, 3, 16, 5, 20, 6, 22], in which new construction methods provided the interested community with a huge number of new left-continuous t-norms. A state of the art is in [10].

On one hand, the complexity of different construction methods has reached a high level, therefore this line of research has become difficult to follow. On the other hand, the huge number of examples of left-continuous t-norms has called for a kind of systematization. One reply for that need is a comprehensive geometric characterization of residuated structures [9, 12], in particular, of left-continuous t-norms. This geometric description provides a kind of geometric view of algebraic phenomena, thus it makes the field of left-continuous t-norms, and its construction methods much more understandable. A recent result along this direction is [17], which resulted in another construction method in [18].

Concerning structural characterization, little is known as of today. As it will be explained, it seems to be hopeless to give classification for the whole class of left-continuous t-norms. However this does not exclude the possibility of characterizing certain subclasses of them. Two recent results concerns the cancellative, and the regular cases, respectively [4, 21].

These are the focuses of the talk.
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1From now under left-continuous t-norms we mean left-continuous but not continuous t-norms.
[21] T. Vetterlein, Regular left-continuous t-norms (submitted)
Semirings, Dioids and their links to Fuzzy Sets and other Applications

Michel Minoux
Professor, University Paris-6
France

Abstract

Algebraic structures such as Bottleneck Algebras \( (\mathbb{R}, \text{Max}, \text{Min}) \), Fuzzy Algebras \((0,1], \text{Max}, \text{Min})\) or more generally \((0,1], \text{Max}, T\) where \(T\) is a \(t\)-norm have been extensively used as relevant tools for modeling and solving problems related to Fuzzy Sets, Fuzzy relations and systems. Many of these algebraic structures may be viewed as special instances of canonically ordered Semirings, (i.e. semirings in which the preorder relation induced by addition is an order), these being frequently referred to as Dioids.

Though Semirings or Dioids do not enjoy all the classical properties of rings or fields in ordinary algebra, many classical results can be shown to be still valid in those structures. The talk will provide an overview of some of the most important properties of Semirings and Dioids in particular those related to solving linear systems, computing eigenvalues and eigenvectors, testing linear dependence or independence. Special emphasis will be put on the subclasses of Dioids more closely related to Fuzzy Set theory and applications.
Lessons learned from fuzzy logic applications in complex systems

Da Ruan
Belgian Nuclear Research Centre (SCK\textbullet CEN)
Boeretang 200, B-2400 Mol, Belgium
phone: +32-14-332272
fax: +32-14-321529
e-mail: druan@sckcen.be
www.sckcen.be/people/daruan

Abstract

In recent years there has been a growing interest in the need for designing intelligent systems to address complex engineering problems. One of the most challenging issues for the intelligent system is to effectively handle real-world uncertainties that cannot be eliminated. These uncertainties include sensor imprecision, instrumentation and process noise and disturbances, unpredictable environmental factors, to name a few. These uncertainties result in a lack of the full and precise knowledge of the system including its state, dynamics, and interaction with the environment.

Fuzzy logic (FL) and soft computing (SC) techniques, as complimentary to the existing traditional techniques, have shown great potential to solve these demanding, real-world problems that exist in uncertain and unpredictable environments. These technologies have formed the foundation for intelligent systems. An overview on FL and SC in control and decision making for complex systems will be given over the last four decades.

Some real-world cases on power plant operation, information-driven safeguards, cost estimation under uncertainty for a large engineering project, and decision support for long-term options of energy policy will be illustrated for the potential use of FL related techniques in complex systems. Essential steps on implementing FL related techniques in industry will be presented via R & D, demonstration, and commercialization. Challenges and future research directions will be concluded in this talk.

Da Ruan’s bio

Da Ruan (PhD in Math, Ghent U, Belgium 1990) is a scientific staff member at the Belgian Nuclear Research Centre (SCK\textbullet CEN). He was a Post-Doctoral Researcher from 1991-93 and since 1994 has been a senior researcher and FLINS Project Leader at SCK\textbullet CEN.

He is the principal investigator for the research project on intelligent control for nuclear reactors, cost-estimation for large nuclear projects under uncertainty, and computerized decision making systems for society and policy support at SCK\textbullet CEN. He was a guest research scientist at the OECD Halden Reactor Project (HRP), Norway from April 2001 to September 2002 as a principal investigator for the research project on computational intelligent systems for feedwater flow measurements at HRP.

His major research interests lie in the areas of mathematical modelling, computational intelligence methods, uncertainty analysis and information/sensor fusion, decision support systems to information management, cost/benefit analysis, and safety and security related fields.

Dr Ruan currently serves as Scientific advisor at the National Institute for Nuclear Research of Mexico for the project “Adaptive fuzzy control and its applications in nuclear systems” (Mexico), Regional editor for Europe of Int. J. of Intelligent Automation and Soft Computing (TSI Press, Albuquerque, NM), co-editor-in-chief of Int. J. of Nuclear Knowledge Management (Interscience Publishers, Geneva), and Guest Professor at the Dept. of Applied Math. and CS in Ghent University and Adjunct Professor in the Faculty of Information Technology at University of Technology, Sydney, Australia.
**Fuzzy Logic - A New Direction. The Concept of f-Validity**

Lotfi A. Zadeh  
Berkeley Initiative in Soft Computing  
University of California  
Berkeley  
CA 94720-1776

**Abstract**

Science deals not with reality but with models of reality. In this perspective, fuzzy logic may be viewed as a system of concepts and techniques aimed at construction of models of reality which are better than those which can be constructed through the use of methods based on bivalent logic and bivalent-logic-based probability theory.

What lies beyond the boundaries of fuzzy logic? An uncharted territory which is explored involves settings in which precision is not an attainable objective. In such settings, it is necessary to retreat from precision and accept what may be called f-validity. The concept of f-validity has wide-ranging ramifications.
Special Sessions
Session 1

Aggregation Operators – R. Mesiar and A. Kolesárová
Dominance of Ordinal Sums of $T_L$ and $T_P$

Susanne Saminger
Dept. of Knowledge-Based Math. Systems
Johannes Kepler University
A-4040 Linz, Austria, and
Dipartimento di Matematica “Emilio De Giorgi”
Università del Salento
I-73100 Lecce, Italy
susanne.saminger@jku.at

Peter Sarkoci
Dept. of Knowledge-Based Math. Systems
Johannes Kepler University
A-4040 Linz, Austria
peter.sarkoci@jku.at@gmail.com

Abstract

Dominance is a relation on operations which are defined on a common poset. We treat the dominance relation on the set of ordinal sum t-norms which involve either exclusively the Lukasiewicz t-norm or exclusively the product t-norm as summand operations. We show that in both cases, the question of dominance can be reduced to a simple property of the idempotent elements of the dominating t-norm. We finally discuss the obtained results and possibilities of their generalization.

Keywords: Triangular norm, Ordinal sum, Idempotent element, Dominance.

1 Introduction

The concept of dominance has been introduced within the framework of probabilistic metric spaces as a property relevant for building Cartesian products of such spaces [14]. Later on the dominance of t-norms was studied in connection with the construction of fuzzy equivalence relations [3, 4, 15] and the construction of fuzzy orderings [2]. Further, the concept of dominance was extended to the more general class of aggregation operators [7, 9]. The dominance of aggregation operators emerges when investigating which aggregation procedures applied to the system of T-transitive fuzzy relations yield again a T-transitive fuzzy relation [7] or when seeking aggregation operators which preserve the extensionality of fuzzy sets with respect to given T-equivalence relations [8]. The definition of dominance we use was given in [14].

Definition 1 Let $(S, \leq)$ be a partially ordered set and let $f$ and $g$ be associative binary operations on $S$ with common identity $e \in S$. Then $f$ dominates $g$, and we write $f \gg g$, if the inequality
\[ f(g(x, y), g(u, v)) \geq g(f(x, u), f(y, v)). \]

holds for all $x, y, u, v \in S$.

Recall that a triangular norm (t-norm for short) [5, 14] is an associative, commutative, binary operation on the unit interval $[0, 1]$ which is non-decreasing in each argument and has neutral element 1. Most of our attention is confined to three prototypical t-norms – the minimum $T_M(x, y) = \min\{x, y\}$, the product $T_P(x, y) = xy$ and the Lukasiewicz t-norm $T_L(x, y) = \max\{0, x+y-1\}$. Note that these t-norms are continuous. It is well known that $T_M$ is the strongest t-norm, i.e., for any t-norm $T$ we have $T_M \geq T$. Moreover, for any t-norm $T$ we have $T_M \gg T$. Thanks to associativity and commutativity, each t-norm dominates itself; therefore dominance of t-norms is a reflexive relation. From its commutativity together with the fact that all t-norms have the common neutral element 1 it follows that dominance is a refinement of the standard point-wise order of t-norms, i.e., $T_1 \gg T_2$ implies that $T_1 \geq T_2$. Since antisymmetry of a binary relation is inherited by any refinement, the dominance of t-norms is an antisymmetric relation. Anyhow, the dominance of t-norms is not transitive [12] and this even if considered on continuous t-norms only. Plenty of counterexamples to the transitivity of dominance of continuous t-norms can be constructed by means of the results of the present paper. Before turning to the concrete contents we summarize facts and notions which will be essential later.

2 Ordinal Sums and Dominance

By an order isomorphism from $[a, b]$ to $[c, d]$ we mean any increasing bijection from the first interval to the second one. With the symbol $\psi_{[a, b]}$ we denote the unique affine order isomorphism from $[a, b]$ to the unit interval $[0, 1]$. If $O$ is a binary operation on the interval $[c, d]$ and $\varphi$ is an order isomorphism from $[a, b]$ to
[c, d], the \( \varphi \)-transform of \( O \) is the binary operation

\[ O_\varphi: [a, b]^2 \rightarrow [a, b]: (x, y) \mapsto \varphi^{-1}(O(\varphi(x), \varphi(y))). \]

All \( \varphi \)-transforms preserve dominance, i.e., \( T_1 \gg T_2 \) if and only if \( (T_1)_\varphi \gg (T_2)_\varphi \) for any \( \varphi \).

Recall that a continuous t-norm is said to be Archimedean if it is a \( \varphi \)-transform of \( T_{\mathbb{L}} \) or of \( T_{\mathbb{P}} \) for some order isomorphism \( \varphi: [0, 1] \rightarrow [0, 1] \). For the brevity we write Archimedean t-norm instead of continuous Archimedean t-norm in the sequel.

Let \( I \) be an at most countable index set, let \( \{T_i\}_{i \in I} \) be a system of arbitrary t-norms and let \( \{[a_i, b_i]\}_{i \in I} \) be a system of subintervals of \([0, 1]\) with pairwise disjoint interiors. The *ordinal sum* determined by these two systems is a binary operation on the unit interval given as

\[ T(x, y) = \begin{cases} (T_i)_{a_i, b_i}(x, y) & \text{if } x, y \in [a_i, b_i], \\ T_{\mathbb{M}}(x, y) & \text{otherwise.} \end{cases} \]

This operation is again a t-norm \([5]\); we denote it by \((\langle a_i, b_i \rangle, T_i)\)\(\}_{i \in I} \). To t-norms \( T_i \) we refer as the *summands* of \( T \) and to intervals \( [a_i, b_i] \) as the *summand carriers*. In the sequel we will always assume that \( I \) is an at most countable index set and that the corresponding families of intervals have pairwise disjoint interiors.

Observe that if for some t-norms \( T_1, T_2 \), with \( T_2 \) being the ordinal sum \( \langle \langle a_i, b_i, T_{2,i} \rangle \rangle_{i \in I} \) it holds that \( T_1 \geq T_2 \), then also \( T_1 \) is an ordinal sum with the same underlying summand carriers but with possibly different summands, i.e., \( T_1 = \langle \langle a_i, b_i, T_{1,i} \rangle \rangle_{i \in I} \). Since comparability is a necessary condition for dominance, the same holds if assumed \( T_1 \gg T_2 \).

The dominance of ordinal sum t-norms can be examined summand by summand \([10]\):

**Theorem 2** Let \( T_1 = \langle \langle a_i, b_i, T_{1,i} \rangle \rangle_{i \in I} \) and \( T_2 = \langle \langle a_i, b_i, T_{2,i} \rangle \rangle_{i \in I} \) be two t-norms with the same structure of summand carriers. Then \( T_1 \gg T_2 \) if and only if \( T_{1,i} \gg T_{2,i} \) holds for all \( i \in I \).

Recall that an element \( x \in [0, 1] \) is called an *idempotent element* of \( T \) if \( T(x, x) = x \). The set of all idempotent elements of \( T \) will be denoted \( J_T \). As \( 0 \) and \( 1 \) are idempotent elements of every t-norm we refer to them as *trivial* idempotent elements. The structure of \( J_T \) is strongly tied to the dominance properties of \( T \) \([10]\):

**Theorem 3** If \( T_1 \gg T_2 \) then \( J_{T_1} \) is closed with respect to \( T_2 \), i.e., if \( x, y \in J_{T_1} \) then also \( T_2(x, y) \in J_{T_1} \).

Let us concentrate now on the class \( OS_{T_{\mathbb{L}}} \) of ordinal sums of type \( \langle \langle a_i, b_i, T_{0,i} \rangle \rangle_{i \in I} \) where all summands are equal to a fixed t-norm \( T_0 \). The elucidation of dominance on such a class can be simplified substantially making use of Theorem 2. Let \( T_1, T_2 \in OS_{T_{\mathbb{L}}} \) with \( T_1 \geq T_2 \) which is a necessary condition for dominance. Observe that both these t-norms can be constructed as ordinal sum t-norms with the same summand carriers but different summands:

\[ T_1 = \langle \langle a_i, b_i, T_{1,i} \rangle \rangle_{i \in I}, \quad T_2 = \langle \langle a_i, b_i, T_{2,i} \rangle \rangle_{i \in I} \]

where \( T_{1,i} \in OS_{T_{\mathbb{L}}} \) for all \( i \in I \). By Theorem 2 we have \( T_1 \gg T_2 \) if and only if \( T_{1,i} \gg T_{2,i} \) for all \( i \in I \). Thus, in order to solve the dominance on \( OS_{T_{\mathbb{L}}} \) completely, it is sufficient to describe all t-norms \( T \in OS_{T_{\mathbb{L}}} \) that dominate \( T_s \). In the following two chapters we solve this question for the case \( T_s = T_{\mathbb{L}} \) and \( T_s = T_{\mathbb{P}} \).

### 3 Dominance on \( OS_{T_{\mathbb{L}}} \)

The principal result of this section is a generalization and strengthening of methods developed in \([12]\) (see also \([11]\) for a nice survey). The main message is, that Theorem 3 can be strengthened provided all t-norms are from \( OS_{T_{\mathbb{L}}} \).

**Theorem 4** Consider a triangular norm \( T \in OS_{T_{\mathbb{L}}} \). Such \( T \) dominates \( T_{\mathbb{L}} \) if and only if \( J_T \) is closed with respect to \( T_{\mathbb{L}} \).

Thus the question of dominance between two t-norms from the class \( OS_{T_{\mathbb{L}}} \) can be reduced to the verification of a very simple algebraic property of some subset of the unit interval. To demonstrate the power of this characterisation, let us first consider some simple examples.

Let us define \( T_\lambda = \langle \langle \lambda, 1, T_{L} \rangle \rangle \) with \( \lambda \in [0, 1] \); such t-norms form a one-parametrical family. Clearly, \( T_\lambda \geq T_{\lambda_0} \) if and only if \( \lambda_1 \geq \lambda_2 \). In this situation \( T_1 \) can be expressed as the ordinal sum \( \langle \langle \lambda_2, 1, T_{\mathbb{L}} \rangle \rangle \) where \( \lambda^* = (\lambda_1 - \lambda_2)/(1 - \lambda_2) \). Clearly \( \lambda^* \in [0, 1] \). By Theorem 2 t-norm \( T_{\lambda_1} \) dominates \( T_{\lambda_2} \) if and only if \( T_{\lambda_*} \gg T_{\mathbb{L}} \). Further, by Theorem 4 the latter holds if and only if the set \( J_{T_{\lambda_*}} = [0, \lambda^*] \cup \{1\} \) is closed with respect to \( T_{L} \). Since this is the case for any \( \lambda^* \in [0, 1] \), we have that within this family \( T_{\lambda_1} \gg T_{\lambda_2} \) if and only if \( \lambda_1 \geq \lambda_2 \). As a consequence, this family is completely ordered by the dominance relation (see \([11]\) for the detailed treatment).

Now, let us redefine \( T_{\lambda} = \langle \langle 0, \lambda, T_{L} \rangle \rangle \) with \( \lambda \in [0, 1] \); this is a one-parametrical family often referred to as the Mayor-Torrens family \([6]\). We have \( T_{\lambda_1} \geq T_{\lambda_2} \) if and only if \( \lambda_1 \leq \lambda_2 \). In this situation \( T_1 \) can be expressed
as the ordinal sum \((0, \lambda_2, T_{\lambda^*})\) where \(\lambda^* = \lambda_1/\lambda_2\).
Again, we have \(\lambda^* \in [0,1]\). By Theorem 2 the t-norm
\(T_{\lambda_1}\) dominates \(T_{\lambda_2}\) if and only if \(T_{\lambda^*} \gg T_{L}\).
And by Theorem 4 the latter holds if and only if the set
\(\mathcal{I}_{T_{\lambda^*}} = \{0\} \cup [\lambda^*, 1]\) is closed with respect to \(T_{L}\).
A very simple analysis reveals that this property is never satisfied unless \(\lambda^* = 0\) or \(\lambda^* = 1\).
These two cases correspond to the situations \(\lambda_1 = 0\) or \(\lambda_1 = \lambda_2\) respectively.
Observe that both these situations encode the trivial cases of dominance only; while the first one
corresponds to the fact that \(T_{\lambda^*}\) dominates any member of the family, the second one indicates that
the dominance is a reflexive relation. As a consequence there are no other cases of dominance within this family.
Therefore this family is ordered by the dominance relation although, in contrast to the previous example,
the order is not linear (again, for a detailed treatment see [11]).

Finally, let us put \(T_1 = \left((1/2, 1, T_{L})\right), \ T_2 = \left((0, 1/2, T_{L}), (1/2, 1, T_{L})\right)\) and \(T_3 = T_{L}\).
Making use of Theorem 2 and Theorem 4 one can show easily that
\(T_1 \gg T_2, T_2 \gg T_3\) while \(T_1 \gg T_3\) [12]. It follows in turn, that dominance is not transitive on the class \(\mathcal{OS}_{T_{L}}\).
Plenty of other counterexamples to the transitivity of dominance of continuous triangular norms can be constructed with the aid of the just presented method [11].

4 Dominance on \(\mathcal{OS}_{T_{P}}\)

We say that a t-norm \(T\) is ordinally irreducible if the only way how to represent it as an ordinal sum
is \((0, 1, T)\). We consider some ordinal sum t-norm \(T = \left((a_i, b_i, T_i)\right)_{i \in I}\) and assume that all its summands
are ordinally irreducible, i.e., the actual representation
of \(T\) as an ordinal sum is the finest possible. Then we
define the so called axis of \(T\) as a set
\[AX_T = \{(x, x) \mid x \in [0, 1]\} \cup \left(\bigcup_{i \in I} [a_i, b_i]^2\right).\]
Note that due to the chosen representation of \(T\), its
axis \(AX_T\) is uniquely defined.

The function \(f: [0, 1] \rightarrow [0, 1]\) is said to be superhomogenous [1] if the mapping \(x \mapsto f(x)/x\) is non-increasing on the interval \([0, 1]\). A t-norm is said to be
superhomogenous if all its horizontal sections are superhomogenous. Note that \(T_{P}\) and \(T_{M}\) are examples of superhomogenous t-norms while \(T_{L}\) is not.

Theorem 5 Let \(T\) be a superhomogenous ordinal sum t-norm. If
\[T(T_{P}(x, y), T_{P}(u, v)) \geq T_{P}(T(x, u), T(y, v))\]
holds for any \((y, v) \in AX_T\), then \(T \gg T_{P}\).

In particular, if all summands are superhomogenous,
the resulting ordinal sum is so; therefore, Theorem 5
applies to all \(T \in \mathcal{OS}_{T_{P}}\). Moreover in the case of \(\mathcal{OS}_{T_{P}}\),
one can characterize the dominance in a style analogous
to Theorem 4.

Theorem 6 Consider a triangular norm \(T \in \mathcal{OS}_{T_{P}}\).
Such \(T\) dominates \(T_{P}\) if and only if \(T_{P}\) is closed with respect to \(T_{P}\).

Thus the question of dominance within the class \(\mathcal{OS}_{T_{P}}\),
can be reduced to a verification of a very simple algebraic
property of the set of idempotent elements of one of the t-norms involved. Again, we list a few of examples.

Similarly as in the previous section, we can define the one-parametric family \(T_{\lambda} = (\left((\lambda, 1, T_{P})\right)\) for \(\lambda \in [0, 1]\).
Again, \(T_{\lambda_1} \geq T_{\lambda_2}\) if and only if \(\lambda_1 \geq \lambda_2\). In this case we can also write \(T_1 = \left((\lambda_2, 1, T_{\lambda_1})\right)\) where
\(\lambda^* = (\lambda_1 - \lambda_2)/(1 - \lambda_2)\). By Theorem 2 \(T_{\lambda_1} \gg T_{\lambda_2}\)
if and only if \(T_{\lambda^*} \gg T_{P}\). Obviously \(\lambda^* \in [0, 1]\), so
\(T_{\lambda^*} = [0, \lambda^*] \cup \{1\}\); this set is closed with respect
to multiplication regardless of \(\lambda^*\). By Theorem 6
\(T_{\lambda_1} \gg T_{\lambda_2}\) if and only if \(\lambda_1 \geq \lambda_2\). Observe that the
treatment of this one-parametric family was formally
the same as the treatment of the analogic family in
the previous section. One can also mimic the investigation
of the second family from the previous section,
thus obtaining an analogical result for dominance of
triangular norms \(T_{\lambda} = (\left((0, \lambda, T_{P})\right)\).

In order to construct less trivial t-norms \(T \in \mathcal{OS}_{T_{P}}\)
dominating \(T_{P}\) let us fix arbitrary \(p, q \in [0, 1]\) and define the set \(M = \{p^n q^m \mid n, m \in \mathbb{N}\} \cup \{1\}\).
Obviously, \(M\) is a countable set closed with respect to
multiplication. Moreover, for each \(a \in M\) there exists
a unique element \(a' \in M\) with \(a' < a\) and such that
there exist no \(c \in M\) with \(a' < c < a\). Now
define \(T = (\left(a', a, T_{P}\right))_{a \in M}\). For this t-norm we have
\(J_T = M \cup \{0\}\). Evidently, also \(J_T\) is closed with respect
to multiplication; from Theorem 6 follows immediatelly that \(T \gg T_{P}\).

5 Possible generalizations

It is interesting that both Theorems 4 and 6 are formally of the same structure captured by the following schema.

Schema 7 Consider a triangular norm \(T \in \mathcal{OS}_{T_{P}}\).
Such \(T\) dominates \(T_{s}\) if and only if \(J_{T}\) is closed with respect to \(T_{s}\).

The main message of the previous two chapters could be summarized as that Schema 7 holds if \(T_{s} = T_{L}\).
or \( T_s = T_p \). Immediately a natural question arises — which other t-norms satisfy this schema? In the sequel we provide an example of an Archimedean t-norm which violates Schema 7.

The requirement that a subset of the unit interval has to be closed with respect to \( T_L \) or \( T_P \) is rather restrictive. Among different consequences of this condition, the one summarized in the following theorem is of a particular importance for our following considerations.

**Theorem 8** If some \( M \subseteq [0, 1) \) fulfills \( [0, 1) \subseteq M \) and is closed with respect to some Archimedean t-norm, then either \( M = [0, 1) \) or the point 1 is isolated in \( M \), i.e., there exists some \( a < 1 \) such that \([a, 1]\) \( \cap M \) is the empty set.

This observation taken into account together with Theorem 3 yields interesting consequences for dominance of ordinal sum t-norms. In particular, if the t-norm \( T \) that violates Schema 7.

**Theorem 9** If the ordinal sum t-norm \( T \) different from \( T_M \) dominates \( T_L \), then so does its top summand.

Now, let \( T_s = (T_L)_\varphi \) for some order isomorphism \( \varphi: [0, 1] \rightarrow [0, 1] \). Clearly, \( T_s \) is Archimedean. Assume that the t-norm \( T \in \mathcal{O}_{T_s} \) different from \( T_M \) dominates \( T_s \). In other words \( T \) satisfies the conclusion of Schema 7. Denote by \([a, 1]\) the top summand carrier of \( T \). Since \( \varphi \)-transforms preserve dominance, we have \( T_{\varphi^{-1}} \supseteq T_L \). By Theorem 9 the top summand of \( T_{\varphi^{-1}} \) has to dominate \( T_L \) as well. Simple computation reveals that this top summand is \((T_L)_{\varphi_a}\) where

\[
\varphi_a = \varphi \circ \psi_{[a, 1]} \circ \varphi^{-1} \circ \psi_{[\varphi(a), 1]}^{-1}
\]

So we have the following necessary condition.

**Theorem 10** Let \( \varphi: [0, 1] \rightarrow [0, 1] \) be an order isomorphism. If the t-norm \( T = (T_L)_\varphi \) satisfies Schema 7 then

\[
(T_L)_{\varphi_a} \supseteq T_L
\]

for all \( a \in [0, 1] \).

Put now \( \varphi: x \mapsto x^2 \). Corresponding \( T_s = (T_L)_\varphi \) is the so called Schweizer-Sklar t-norm [13]. Now for the choice \( a = \frac{1}{2} \), one can show easily that the corresponding \( T_{\varphi_a} \) does not dominate \( T_L \). Thus \( T_s \) is an Archimedean t-norm violating Schema 7.
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Abstract
The information boundedness principle for rule based inference process requires that the knowledge obtained as a result of a rule should not have more information than that contained in the consequent of this rule. We formulate the information boundedness principle for aggregation and show that it can be expressed using the notion of dominance. We also investigate conditions under which this principle holds and give some open problems.
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1 Introduction
The main aim of rule based fuzzy modelling inference process is to establish a value of the output for given input value. Such system usually involves the use of a rule base consisting of several fuzzy statements. The most used types of fuzzy statements are if-then rules with fuzzy predicates. Overall output can be obtained by aggregation of individual rule outputs and by a possible defuzzification. The individual rule output is often based on the use of fuzzy implications or fuzzy conjunctions. The generalization of these operators is a relevancy transformation operator (RET operator) [1, 4, 5]. So, the individual output is obtained from the relevancy of the used rule and the rule consequent. To have this process meaningful, we require: Knowledge obtained in the individual rule output should not have more information than that contained in the consequent of rule [4]. This principle is usually called the information boundedness principle (IBP) for a fuzzy rule. The IBP for RET operators is investigated in [1]. For purpose of this paper we need to define some measure of information. As we consider fuzzy subsets of a finite universe we shall use a specificity measure which is maximal for singletons. Of course, a pointwise aggregation of fuzzy sets with high specificity measures need not to be a fuzzy set with high specificity again; particularly the aggregation of singletons need not to be a singleton. Thus we can express IBP for aggregation as follows: The specificity measure of aggregation of individual outputs should not exceed the aggregation of specificities of individual outputs.

It is clear that the mentioned principle needs two aggregation operators in general, one for aggregation of fuzzy sets (individual outputs) and another one for aggregation of specificities. For simplicity, in this paper, we shall use the same aggregator in both cases.

The main goal of this contribution is to investigate mathematical aspects of the mentioned IBP for aggregation. We will not pay attention to philosophical background of this problem.

This contribution is organised as follows. We recall necessary basic notions in Section 2. We introduce IBP for aggregation operators in Section 3. Section 4 brings some new results and some open problems.

2 Preliminaries
In this paper we shall consider fuzzy subset of a finite universe $X$ with the cardinality $n$. Then each fuzzy set can be represented by an $n$-tuple $(a_1, a_2, ..., a_n) \in [0, 1]^n$. Many information measures have been attached to finite fuzzy sets, e.g., entropy of Shannon, measure of imprecision etc. Motivated by Yager [4, 5, 6] we define a specificity measure as a mapping from
the system of all fuzzy sets on $X$ to the unit interval $[0, 1]$. 

**Definition 1** A mapping $Sp: [0, 1]^n \rightarrow [0, 1]$ is called a specificity measure (specificity for short) if the following axioms are satisfied:

(S1) For any permutation $(p_1, p_2, \ldots, p_n)$ of $(1, 2, \ldots, n)$ is

$$Sp(a_{p_1}, a_{p_2}, \ldots, a_{p_n}) = Sp(a_1, a_2, \ldots, a_n).$$

(S2) $Sp(a_1, a_2, \ldots, a_n) = 1$ if and only if there exists the unique $i$ such that $a_i = 1$ and $a_j = 0$ for $j \neq i$.

(S3) If $1 \geq b_1 > b_2 \geq a_2 \geq a_3 \geq \ldots \geq a_n$ then

$$Sp(b_1, a_2, \ldots, a_n) > Sp(b_2, a_2, \ldots, a_n).$$

(S4) If $1 \geq a_1 \geq a_2 \geq \ldots \geq a_n$ and $1 \geq a_i \geq a_2 \geq \ldots \geq a_n$ and $a_i \geq b_i$ for $i = 2, 3, \ldots, n$, then

$$Sp(a_1, a_2, \ldots, a_n) \leq Sp(a_1, b_2, \ldots, b_n).$$

(S5) $Sp(0, 0, \ldots, 0) = 0$

Axioms (S3) and (S4) say that specificity is increasing in the greatest membership value and non increasing in the others. Axiom (S2) says that only singletons have maximal specificity.

Moreover we say that a specificity $Sp$ is grounded if

$$Sp(b, b, \ldots, b) = 0$$

for all $b \in [0, 1]$ and we say that $Sp$ is shift invariant if

$$Sp(a_1, a_2, \ldots, a_n) = Sp(a_1+b, a_2+b, \ldots, a_n+b)$$

for all $b \in [-\min(a_i), 1-\max(a_i)]$.

**Example 1** Consider fuzzy sets over universe with two elements only, so $n = 2$. Put

(i) $Sp_1(x, y) = \max\{x, y\} - \min\{x, y\}$

(ii) $Sp_2(x, y) = \max\{x, y\} - 0.5 \min\{x, y\}$.

The specificity $Sp_1$ is grounded and shift invariant, but $Sp_2$ is also specificity but it is neither grounded nor shift invariant.

The specificity $Sp_1$ belongs to the family of so-called linear specificities [1, 4].

**Definition 2** Let $1 \geq v_2 \geq v_1 \geq \ldots \geq v_n$ be given constants such that $v_2 + v_1 + \ldots + v_n = 1$. Then a linear specificity $Sp: [0, 1]^n \rightarrow [0, 1]$ is defined by:

$$Sp(a_1, a_2, \ldots, a_n) = a_{k_1} - v_2 a_{k_2} - v_3 a_{k_3} - \ldots - v_n a_{k_n}$$

where $(k_1, k_2, \ldots, k_n)$ is a permutation of $(1, 2, \ldots, n)$ such that $a_{k_1} \geq a_{k_2} \geq a_{k_3} \geq \ldots \geq a_{k_n}$.

Note that each linear specificity can be expressed using an OWA operator [4, 5] by

$$Sp(a_1, a_2, \ldots, a_n) = a_1 - OWA(v_n, \ldots, v_2, v_1)(a_1, a_2, \ldots, a_n)$$

with $a_i = \max(a_1, a_2, \ldots, a_n)$. For $n = 1$ we put $Sp(a_i) = a_i$.

Every linear specificity is grounded and shift invariant. Yager [4] showed that any linear specificity $Sp$ satisfies

$$Sp_{\min} \leq Sp \leq Sp_{\max}$$

where

$$Sp_{\min}(a_1, a_2, \ldots, a_n) = a_1 - a_2$$

and

$$Sp_{\max}(a_1, a_2, \ldots, a_n) = a_1 - \frac{a_2 + a_3 + \ldots + a_n}{n-1}$$

for $1 \geq a_1 \geq a_2 \geq a_3 \geq \ldots \geq a_n \geq 0$.

The notion of aggregation operator (aggregator for short) plays an important role in fuzzy inference processes, especially in the information fusion.

**Definition 3** A mapping

$$Agg: \bigcup_{n \in N} [0, 1]^n \rightarrow [0, 1]$$

is called aggregator if for all naturals $n$

(i) $Agg(0, 0, \ldots, 0) = 0$, $Agg(1, 1, \ldots, 1) = 1$.

(ii) $Agg(x_1, x_2, \ldots, x_n) \geq Agg(y_1, y_2, \ldots, y_n)$ when $x_i \geq y_i$ for all $i = 1, 2, \ldots, n$.

(iii) $Agg(x) = x$ for all $x \in [0, 1]$.

The arithmetic and weighted means, t-norms, t-conorms are examples of aggregators. In this paper we shall aggregate also fuzzy sets over the same universe pointwisely i. e.,

$$A = Agg(A_1, A_2, \ldots, A_k)$$

if for all $x \in X$

$$A(x) = Agg(A_1(x), A_2(x), \ldots, A_k(x)).$$

Remark that for given natural $m$ the aggregator can be considered as $m$-ary operation

$$Agg: [0, 1]^m \rightarrow [0, 1].$$
The notion of dominance [2, 3] plays an important role in many fields of mathematics. It can be defined for \( n \)-ary operations on posets. We restrict our definition on the unit interval.

**Definition 4** Let \( U: [0, 1]^m \rightarrow [0, 1], V: [0, 1]^n \rightarrow [0, 1] \) be \( m \)-ary and \( n \)-ary operations respectively. We say that an operation \( U \) dominates an operation \( V \) or \( V \) is dominated by \( U \), shortly \( U \gg V \) or \( V \ll U \), if for any matrix \((x_{ij})\) of type \( m \times n \) with elements from \([0, 1]\) we have

\[
U(V(x_{11}, \ldots, x_{1n}), \ldots, V(x_{m1}, \ldots, x_{mn})) \geq \\
V(U(x_{11}, \ldots, x_{m1}), \ldots, U(x_{1n}, \ldots, x_{mn})).
\]

If \( U \) and \( V \) are binary operations, \( U \gg V \) is equivalent to

\[
U(V(x, y), V(u, v)) \geq V(U(x, u), U(y, v))
\]

for all \( x, y, u, v \in [0, 1] \).

**3 IBP for aggregators**

Let \( m, n \) be naturals and \( B_1, B_2, \ldots, B_m \) be fuzzy sets (individual fuzzy outputs) over the same finite universe \( X \) with cardinality \( n \). Thus \( B_1, B_2, \ldots, B_m \in [0, 1]^n \). Let \( Sp: [0, 1]^n \rightarrow [0, 1] \) be a specificity measure. Then the aggregator \( Agg: [0, 1]^m \rightarrow [0, 1] \) fulfills IBP with respect to a given specificity \( Sp \) on the universe \( X \) if

\[
Sp(B) \leq Agg(Sp(B_1), Sp(B_2), \ldots, Sp(B_m))
\]

for any \( B_1, B_2, \ldots, B_m \in [0, 1]^n \) and \( B \) (overall output) is given by

\[
B = Agg(B_1, B_2, \ldots, B_m)
\]

Recall that we shall use the same aggregation operator for the aggregation of fuzzy sets and also for specificities. The next proposition allows verifying IBP by means of dominance.

**Proposition 1** An aggregator \( Agg: [0, 1]^m \rightarrow [0, 1] \) fulfills IBP with respect to a given specificity \( Sp: [0, 1]^n \rightarrow [0, 1] \) on a finite universe \( X \) with cardinality \( n \) if and only if

\[
Agg \gg Sp.
\]

Proof: \( Agg: [0, 1]^m \rightarrow [0, 1] \) fulfills IBP with respect to a given specificity \( Sp: [0, 1]^n \rightarrow [0, 1] \) if and only if for any \( B_1, B_2, \ldots, B_m \in [0, 1]^n \) and \( B = Agg(B_1, B_2, \ldots, B_m) \) we have

\[
Sp(B) \leq Agg(Sp(B_1), Sp(B_2), \ldots, Sp(B_m)).
\]

Let

\[
B_1 = (b_{1,1}, b_{1,2}, \ldots, b_{1,n}) \\
B_2 = (b_{2,1}, b_{2,2}, \ldots, b_{2,n}) \\
\ldots \\
B_m = (b_{m,1}, b_{m,2}, \ldots, b_{m,n})
\]

Then

\[
B = Agg(B_1, B_2, \ldots, B_m) = \\
(Agg(b_{1,1}, b_{2,1}, \ldots, b_{m,1}), Agg(b_{1,2}, b_{2,2}, \ldots, b_{m,2}), \ldots, Agg(b_{1,n}, b_{2,n}, \ldots, b_{m,n})).
\]

The last inequality is equivalent to

\[
Sp(Agg(b_{1,1}, b_{2,1}, \ldots, b_{m,1}), Agg(b_{1,2}, b_{2,2}, \ldots, b_{m,2}), \ldots, Agg(b_{1,n}, b_{2,n}, \ldots, b_{m,n})) \leq \\
Agg(Sp(b_{1,1}, b_{2,1}, \ldots, b_{m,1}), Sp(b_{1,2}, b_{2,2}, \ldots, b_{m,2}), \ldots, Sp(b_{1,n}, b_{2,n}, \ldots, b_{m,n}))
\]

which means that \( Agg \gg Sp \).

**4 Results and open problems**

We have introduced IBP for an aggregator (considered as the an \( m \)-ary operation) with respect to a given specificity measure for fuzzy sets on given \( n \)-membered universe. We shall try to characterize \( m \)-ary aggregators fulfilling IBP with respect to given specificity and formulate some open problems.

**Proposition 2** Consider a linear specificity \( Sp: [0, 1]^2 \rightarrow [0, 1] \) and the arithmetic mean \( Amean: [0, 1]^m \rightarrow [0, 1] \) as the aggregator. Then for any natural \( m \)

\[
Amean \gg Sp
\]

Proof. Evidently for all \((x, y) \in [0, 1]^2\)

\[
Sp(x, y) = |x - y|
\]

and for all \( A_1 = (a_{1,1}, a_{1,2}), A_2 = (a_{2,1}, a_{2,2}), \ldots, A_m = (a_{m,1}, a_{m,2}) \) we have

\[
Amean(Sp(a_{1,1}, a_{1,2}), Sp(a_{2,1}, a_{2,2}), \ldots, Sp(a_{m,1}, a_{m,2})) = \\
\frac{1}{m} \left[ |a_{1,1} - a_{1,2}| + |a_{2,1} - a_{2,2}| + \ldots + |a_{m,1} - a_{m,2}| \right] \geq \\
\frac{1}{m} \left[ a_{1,1} + a_{2,1} + \ldots + a_{m,1} - (a_{1,2} + a_{2,2} + \ldots + a_{m,2}) \right] = \\
Sp(Amean((a_{1,1}, \ldots, a_{m,1}), Amean((a_{1,2}, \ldots, a_{m,2})))
\]

which proves that \( Amean \gg Sp \).
In the next example we shall show that the modification of Proposition 2 is not more valid for $n = 3$; i.e., for any linear specificity $Sp$: $[0, 1]^3 \rightarrow [0, 1]$.

**Example 2** Consider fuzzy sets over a universe with three elements and the minimal linear specificity $Sp$: $[0, 1]^3 \rightarrow [0, 1]$ given by

$$Sp(a_1, a_2, a_3) = a_1 - a_2$$

where $1 \geq a_1 \geq a_2 \geq a_3 \geq 0$ and the arithmetic mean $A_{mean}$ as an aggregator. Put

$$A = (1, 0, 0.8), \ B = (0, 1, 0.8)$$

Then $Sp(A) = Sp(B) = 0.2$, $A_{mean}(A, B) = (0.5, 0.5, 0.8)$ and $0.2 = A_{mean}(Sp(A), Sp(B)) < Sp(A_{mean}(A, B)) = 0.3$. The aggregator $A_{mean}$ does not dominate the specificity $Sp$; IBP is not fulfilled.

Proposition 2 can be generalized for a wider class of specificities.

**Proposition 3** Consider a specificity $Sp$: $[0, 1]^2 \rightarrow [0, 1]$ given by

$$Sp(x, y) = \max\{x, y\} - \alpha \min\{x, y\}$$

for all $(x, y) \in [0, 1]^2$ and for a fixed $\alpha \in [0, 1]$ and the arithmetic mean as an aggregator $A_{mean}$ : $[0, 1]^m \rightarrow [0, 1]$. Then for any natural $m$ holds

$$A_{mean} \gg Sp.$$ 

Proof. For all $A_1 = (a_{1,1}, a_{1,2}), A_2 = (a_{2,1}, a_{2,2}), \ldots, A_m = (a_{m,1}, a_{m,2})$ we have

$$Sp(A_{mean}(A_1, A_2, \ldots, A_m)) =$$

$$Sp\left(\frac{a_{1,1} + a_{2,1} + \ldots + a_{m,1}}{m}, \frac{a_{1,2} + a_{2,2} + \ldots + a_{m,2}}{m}\right) =$$

$$\max\left\{\frac{a_{1,1} + a_{2,1} + \ldots + a_{m,1}}{m}, \frac{a_{1,2} + a_{2,2} + \ldots + a_{m,2}}{m}\right\} -$$

$$\alpha \min\left\{\frac{a_{1,1} + a_{2,1} + \ldots + a_{m,1}}{m}, \frac{a_{1,2} + a_{2,2} + \ldots + a_{m,2}}{m}\right\} <$$

$$\max\left\{\frac{a_{1,1} + a_{2,1}}{m}, \frac{a_{1,2} + a_{2,2}}{m}\right\} + \max\left\{\frac{a_{m,1} + a_{m,2}}{m}\right\} -$$

$$\alpha \left(\frac{\min\{a_{1,1}, a_{1,2}\} + \min\{a_{2,1}, a_{2,2}\} + \min\{a_{m,1}, a_{m,2}\}}{m}\right)$$

which proves the claim.

The following proposition shows that there exists an aggregator which fulfills IBP for arbitrary cardinality of finite universe with respect to all linear specificities. Remark that the maximum operator is often used as an aggregator in fuzzy modeling inference processes.

**Proposition 4** Consider a linear specificity $Sp$: $[0, 1]^n \rightarrow [0, 1]$ and the aggregator $Agg: [0, 1]^m \rightarrow [0, 1]$ given by

$$Agg(b_1, b_2, \ldots, b_m) = \max\{b_1, b_2, \ldots, b_m\}.$$ 

Then for all naturals $n, m$

$$Agg \gg Sp.$$ 

Proof: The proof is trivial if $m = 1$ or $n = 1$ Consider $n, m \in \{2, 3, \ldots\}$,

$$B_1 = (b_{1,1}, b_{1,2}, \ldots, b_{1,n})$$

$$B_2 = (b_{2,1}, b_{2,2}, \ldots, b_{2,n})$$

$$B_m = (b_{m,1}, b_{m,2}, \ldots, b_{m,n})$$

and

$$B = \max\{B_1, B_2, \ldots, B_m\} = (b_1, b_1, \ldots, b_n) =$$

$$(\max(b_{1,1}, b_{2,1}, \ldots, b_{m,1}), \max(b_{1,2}, b_{2,2}, \ldots, b_{m,2}), \max(b_{1,m}, b_{2,m}, \ldots, b_{m,m})).$$

Then

$$Sp(Agg (B_1, B_2, \ldots, B_m)) =$$

$$Sp(\max(B_1, B_2, \ldots, B_m)) = b_1 -$$

OWA $v_{n_1, \ldots, v_{n_3}, v_2} (b_1, b_2, \ldots, b_{i,1}, b_{i,1}, \ldots, b_{i,n})$, where $b_i = \max\{b_1, b_2, \ldots, b_n\}$ is the maximal element of the matrix $(b_{i,j})$ (maximal membership value in all considered fuzzy sets $B_1, B_2, \ldots, B_m$). Then $b_i = b_{k,i}$ for some $k \in \{1,2, \ldots, m\}$ and

$$Sp(B_k) = b_1 -$$

OWA $v_{n_1, \ldots, v_{n_3}, v_2} (b_{k,1}, b_{k,2}, \ldots, b_{k,k}, b_{k,k+1}, \ldots, b_{k,n})$ and

$$Agg(\max(\max(B_1), \max(B_2), \ldots, \max(B_m))) = \max(\max(B_1), \max(B_2), \ldots, \max(B_m)) \geq \max(B_i) \geq b_1 -$$

Replacing $b_{k,1}, b_{k,2}, \ldots, b_{k,k-1}, b_{k,k+1}, \ldots, b_{k,n}$ by non smaller values $b_1, b_2, \ldots, b_{k,1}, b_{k,1}, \ldots, b_n$ we have

$$Agg(\max(B_1), \max(B_2), \ldots, \max(B_m)) \geq \max(B_i) \geq b_1 -$$

OWA $v_{n_1, \ldots, v_{n_3}, v_2} (b_1, b_2, \ldots, b_{i,1}, b_{i,1}, \ldots, b_{i,n}) =

$$Sp(Agg (B_1, B_2, \ldots, B_m))$$

for any $B_1, B_2, \ldots, B_m \in [0, 1]^n$. Thus

$$Agg = \max \gg Sp.$$ 

Contrary to Proposition 4, the following one shows that there exists an aggregator which does not fulfill IBP with respect to any specificity.
Proposition 5 Consider \( n, m \in \{2, 3, \ldots \} \) and the aggregator \( \text{Agg} : [0, 1]^n \rightarrow [0, 1] \) given by
\[
\text{Agg}(b_1, b_2, \ldots, b_m) = \min\{b_1, b_2, \ldots, b_m\}.
\]
Then \( \text{Agg} \) does not fulfill IBP with respect to any specificity \( \text{Sp} : [0, 1]^n \rightarrow [0, 1] \).

Proof: Let \( B_1 = (1, 0, \ldots, 0) \)
\( B_2 = B_3 = \ldots = B_m = (1, \frac{1}{2}, \frac{1}{2}, \ldots, \frac{1}{2}) \).
Because \( \text{Sp}(B_1) = 1 \), \( \text{Sp}(B_2) < 1 \) and
\( \text{Agg}(B_1, B_2, \ldots, B_m) = B_1 \)
we have
\[
\text{Agg}(\text{Sp}(B_1), \text{Sp}(B_2), \ldots, \text{Sp}(B_m)) = \min(\text{Sp}(B_1), \text{Sp}(B_2), \ldots, \text{Sp}(B_m)) < 1
\]
and
\[
\text{Sp}(\text{Agg}(B_1, B_2, \ldots, B_m)) = \text{Sp}(B_1) = 1.
\]
\( \text{Agg} \) does not dominate any specificity.

The problem of dominance \( \text{Agg} \gg \text{Sp} \) evokes many questions. We formulate some of them:

Global open problem:

- to characterize aggregators \( \text{Agg} : [0, 1]^n \rightarrow [0, 1] \) and specificity measures \( \text{Sp} : [0, 1]^n \rightarrow [0, 1] \) fulfilling IBP for some (or all) \( m, n \in \{2, 3, \ldots \} \).

Particular open problems

- to characterize aggregators \( \text{Agg} : [0, 1]^n \rightarrow [0, 1] \) which fulfills IBP with respect to linear specificity \( \text{Sp} : [0, 1]^n \rightarrow [0, 1] \)

- to characterize the specificity \( \text{Sp} : [0, 1]^n \rightarrow [0, 1] \) for which the arithmetic mean \( \text{Amean} : [0, 1]^n \rightarrow [0, 1] \) fulfills IBP with respect to \( \text{Sp} \).

- to prove or reject:
  - \( \text{Agg} \gg \text{Sp}_1 \geq \text{Sp}_2 \Rightarrow \text{Agg} \gg \text{Sp}_2 \)
  - \( \text{Agg}_1 \geq \text{Agg}_2 \gg \text{Sp} \Rightarrow \text{Agg}_1 \gg \text{Sp} \)
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Abstract

Given an involutive negator $N$ and a left-continuous t-norm $T$ whose contour line $C_0$ is continuous on $[0, 1]$, we build a rotation-invariant t-norm from a rescaled version of $T$ and its left, right and front rotation. Depending on the involutive negator $N$ and the set of zero divisors of $T$, some reshaping of the rescaled version of $T$ may occur during the rotation process. The rescaled version of $T$ itself can be understood as the $\beta$-zoom of the newly constructed rotation-invariant t-norm, with $\beta$ the unique fixpoint of $N$.

Keywords: Triple Rotation Method, Rotation-invariant T-norm, Contour Line, Companion, Zoom.

1 Introduction

Studying the structure of an increasing $[0, 1]^2 \to [0, 1]$ function $T$, the use of contour lines and zooms has proven to be very fruitful (see e.g. [8, 13, 14, 15, 16]). Also, the companion is indispensable to describe for example rotation-invariant t-norms (see e.g. [14, 16]). Note that we use the standard notations for the prototypical t-norms and t-conorms [9, 10].

Contour lines

Contour lines of an increasing $[0, 1]^2 \to [0, 1]$ function $T$ are defined as the lower, upper, left or right limits of its horizontal cuts, i.e. the intersections of its graph by planes parallel to the domain $[0, 1]^2$. Although there exist four different types of contour lines, those determined by the upper limits of the horizontal cuts are of particular interest for the study of rotation-invariant t-norms [14].

Definition 1 [13] Let $a \in [0, 1]$. The contour line $C_a$ of an increasing $[0, 1]^2 \to [0, 1]$ function $T$ is the $[0, 1] \to [0, 1]$ function defined by

$$C_a(x) = \sup \{ t \in [0, 1] \mid T(x, t) \leq a \} .$$

For a left-continuous t-norm $T$, the contour line $C_a$ equals the partial function $I_T(\cdot, a)$ of the residual implicator $I_T$ (see e.g. [4]). In particular, the zero contour line $C_0$ then coincides with the residual negator $N_T = I_T(\cdot, 0)$. Contour lines of a continuous t-norm $T$ are also called level functions [11].

The companion

A second useful tool to study an increasing $[0, 1]^2 \to [0, 1]$ function $T$ is its companion $Q$.

Definition 2 [14] The companion $Q$ of an increasing $[0, 1]^2 \to [0, 1]$ function $T$ is the $[0, 1]^2 \to [0, 1]$ function defined by

$$Q(x, y) = \sup \{ t \in [0, 1] \mid C_t(x) \leq y \} .$$

We have shown in [14] that $Q(x, y) = \inf \{ T(x, u) \mid u \in [y, 1] \}$ (with $\inf \emptyset = 1$). This property allows to construct the graph of $Q$ from the graph of $T$. Clearly, $Q(x, y) = T(x, y)$ whenever $T(x, \cdot)$ is right continuous in $y \in [0, 1]$. Every left-continuous, increasing $[0, 1]^2 \to [0, 1]$ function $T$ that has absorbing element 0 is determined by its companion $Q$.

Zooms

Finally, every increasing $[0, 1]^2 \to [0, 1]$ function $T$ is trivially described by its associated set of zooms.

Definition 3 [16] Let $T$ be an increasing $[0, 1]^2 \to [0, 1]$ function and take $(a, b) \in [0, 1]^2$ such that $a < b$ and $T(b, b) \leq b$. Consider an $\sigma \circ \gamma \circ [-1, 1] \to [0, 1]$ isomorphism $\sigma$. The $(a, b)$-zoom $T(a, b)$ of $T$ is the $[0, 1]^2 \to [0, 1]$ function defined by

$$T(a, b)(x, y) = \sigma \left[ \max \{ a, T(\sigma^{-1}[x], \sigma^{-1}[y]) \} \right] .$$

If $b = 1$ we simply talk about the $a$-zoom $T^a$ of $T$. 


The graph of \( T^{a,b} \) is determined by the rescaling of
the set \( \{(x, y, T(x, y)) \mid (x, y) \in [a, b]^2 \land a < T(x, y) \} \)
(zoom in) into the unit cube (zoom out). Whenever
\( T(b, b) \leq a \), the function \( T^{a,b}(x, y) \) is trivially constant:
\( T^{a,b}(x, y) = a \), for every \( (x, y) \in [0, 1]^2 \). For \( b = 1 \)
the boundary condition \( T(1, 1) \leq 1 \) is always fulfilled
such that the \( a \)-zoom of \( T \) for every \( a < 1 \).

Zosms are extremely suited to study an increasing
function \( T \) that satisfies \( T \leq T_M \). The restriction
\( T(b, b) \leq b \) (Definition 3) then trivially holds. Recall
that a \( T \)-subnorm \( T \) is a \([0, 1]^2 \rightarrow [0, 1] \) function
satisfying all \( T \)-norm properties but the neutral element.
Instead \( T \leq T_M \) must hold [7].

**Theorem 1** [16] Consider \( (a, b) \in [0, 1]^2 \) such that
\( a < b \). Then the \((a, b)\)-zoom of a \( T \)-norm is a \( T \)-subnorm and the \( a \)-zoom of a \( T \)-norm is a \( T \)-norm.

2 The triple rotation method

It is well known that left-continuous \( T \)-norms ensure
the definability of the \( T \)-norm-based residual
implicator. Therefore they are of great interest to
people working on monoidal \( T \)-norm based logic (MTL
logic) [2] and involutive monoidal \( T \)-norm based logic
(IMTL logic) [1, 12]. The latter requires the involutivity
of the residual negator \( N_T = C_0 \). We have shown
[13, 14] that the involutivity of \( C_0 \) is equivalent with
its continuity and with the rotation invariance
of the left-continuous \( T \)-norm considered.

**Definition 4** [5] Let \( N \) be an involutive negator. An
increasing \([0, 1]^2 \rightarrow [0, 1] \) function \( T \) is called rotation
invariant w.r.t. an involutive negator \( N \) (i.e. an
involutive decreasing \([0, 1] \rightarrow [0, 1] \) function) if for every
\( (x, y, z) \in [0, 1]^3 \) it holds

\[
T(x, y) \leq z \iff T(y, z) \leq x. (2)
\]

Jenei has proven that every \( T \)-norm \( T \) that is rotation
invariant w.r.t. an involutive \( N \) is necessarily
left continuous and \( N_T = N \) [5]. Therefore, we briefly
call a \( T \)-norm rotation invariant if it is left continuous
and has a continuous contour line \( C_0 \). Note that
the continuity of \( C_0 \) does not necessarily imply the left
continuity of \( T \) [14].

Based on contour lines, the companion and zooms, we
have presented in [16] a natural method for decomposing
a rotation-invariant \( T \)-norm \( T \). In case the contour
line \( C_B \) of \( T \), with \( \beta \) the unique fixpoint of \( C_0 \), is
continuous on \([\beta, 1] \), there exists a unique decomposition.
In this contribution we transform our decomposition
method into a straightforward construction tool for
rotation-invariant \( T \)-norms. The presented results ex-
tend our work from [15] and comprise to a large extent
the rotation and rotation-annihilation construction of
Jenei [7]. We assume the following setting:

- \( T \): an arbitrary left-continuous \( T \) with contour lines \( C_0 \) and companion \( Q \) such that
  \( C_0 \) is continuous on \([0, 1] \) and \( Q \) is commutative
  on \([0, \alpha]^2 \) with \( \alpha = \inf \{t \in [0, 1] \mid C_0(t) = 0 \} \).
- \( N \): an arbitrary involutive negator with fix-
  point \( \beta \).
- \( \sigma \): an arbitrary \([\beta, 1] \rightarrow [0, 1] \) isomorphism.
- \( M \): the decreasing \([0, 1] \rightarrow [0, \beta] \) function de-
  fined by \( x^M = 1 \) whenever \( x \in [0, \beta] \) and \( x^M =
  \sigma^{-1} [C_0(\sigma(x))] \) whenever \( x \in [\beta, 1] \).
- \( D \): the area \( \{(x, y) \in [0, 1]^2 \mid x^N < y \} \).

Note that the choice of \( T, N \) and \( \sigma \) fixes \( M \) and \( D \).

**Theorem 2** The \([0, 1]^2 \rightarrow [0, 1] \) function \( R3(T, N)(x, y) =

\[
\begin{cases}
\sigma^{-1} [T(\sigma[x], \sigma[y])], & \text{if } (x, y) \in D_1, \\
(\sigma^{-1} [C_{\sigma^{-1}}(\sigma[y])]^N, & \text{if } (x, y) \in D_2, \\
(\sigma^{-1} [C_{\sigma^{-1}}(\sigma[x])]^N, & \text{if } (x, y) \in D_3, \\
(\sigma^{-1} [Q(C_0(\sigma[x]), C_0(\sigma[y]))]^N, & \text{if } (x, y) \in D_4, \\
0, & \text{if } (x, y) \notin D,
\end{cases}
\]

is a rotation-invariant \( T \)-norm. \( R3(T, N) \) is the only
left-continuous \( T \)-norm that has \( N \) as contour line
(\( \alpha = 0 \)) and has \( \beta \)-zoom \( R3(T, N)^\beta = T \).

In [15] we showed that \( R3(T, N)|_{D_\alpha} \) and \( R3(T, N)|_{D_\mu} \)
determined by the (transformed) left and right
rotation of \( R3(T, N)|_{D_\lambda} \) around the axis through
the points \((0, 0, 0) \) and \((1, 1, 0) \). As will be
become clear from the examples, \( R3(T, N)|_{D_\nu} \)
and \( R3(T, N)|_{D_\mu} \) determined by the (transformed)
front rotation of \( R3(T, N)|_{D_{\nu}} \) \( \beta, \sigma^{-1} \) around the axis through
the points \((\beta, \sigma^{-1}[\alpha], \beta) \) and \( (\sigma^{-1}[\alpha], \beta, \beta) \).
Note also that \( R3(T, N)|_{D_\lambda} \) is a rescaled version of
the non-zero part of \( T \). Inspired by these geometrical observations, we
briefly call \( R3(T, N) \) the **triple rotation of \( T \)**
based on \( N \). The construction method itself is referred to
as the **triple rotation method**.

For the following examples we use the linear rescaling
function \( \psi : x \mapsto (x - \beta)/(1 - \beta) \). Any other rescaling
function entails a transformation of the procured t-

norm.
A first class of examples is obtained by considering those $t$-norms $T$ that have no zero-divisors (i.e. $0 < T(x, y)$, for every $(x, y) \in [0,1]^2$). In this case $\alpha = 0, \sigma^{-1}[\alpha] = \beta$ and $D_N = \emptyset$. The triple rotation method then coincides with the rotation construction of Jenei [6]. In Fig. 1, for example, we apply the triple rotation method to the minimum operator $T_M$ and the algebraic product $T_P$. The triple rotation $R3(T_M, N)$ of $T_M$ based on the standard negator $N$ equals the nilpotent minimum $T^{nM}$. The bold black lines in Figs. 1(a) and 1(d) indicate the corresponding zero contour lines. The bold black lines in all other subfigures visualize the partition $D = \mathcal{D}_1 \cup \mathcal{D}_II \cup \mathcal{D}_{III} \cup \mathcal{D}_IV$.

Secondly, the triple rotation method can be performed on most of the rotation-invariant $t$-norms. In this case $\alpha = 1 = \sigma^{-1}[\alpha]$ [13] and we can rewrite Eq. (3) in a more feasible form [14]: $R3(T, N)(x, y) =$

\[
\begin{cases} 
\sigma^{-1}[T(\sigma[x], \sigma[y])], & \text{if } (x, y) \in \mathcal{D}_I, \\
(\sigma^{-1}[C_0(T(C_0(\sigma[x^N]), \sigma[y]))])^N, & \text{if } (x, y) \in \mathcal{D}_{II}, \\
(\sigma^{-1}[C_0(T(\sigma[x], C_0(\sigma[y^N])))])^N, & \text{if } (x, y) \in \mathcal{D}_{III}, \\
(\sigma^{-1}[Q(C_0(\sigma[x]), C_0(\sigma[y])])])^N, & \text{if } (x, y) \in \mathcal{D}_{IV}, \\
0, & \text{if } (x, y) \notin \mathcal{D}.
\end{cases}
\]

However, for the triple rotation method to yield a $t$-norm it is absolutely necessary that the companion $Q$ of $T$ is commutative on $[0,1]^2$ [15]. The rotation-invariant $t$-norms depicted in Figs. 2(a), 2(d) and 2(g) satisfy this mandatory condition. They are the $\phi$-transforms of the triple rotations $R3(T_M, N)$, $R3(T_P, N)$ and $R3(T_L, N)$, with $\phi$ the automorphism defined by $\phi(x) := x^{3/5}$. Recall that the $\phi$-transform $T_\phi$ of a $t$-norm $T$ is the $t$-norm defined by $T_\phi(x, y) = \phi^{-1}[T(\phi(x), \phi(y))]$. Let $N^*$ be the involutive negator defined by

\[
x^{N^*} := \begin{cases} 
\frac{2}{3} + \sqrt{\frac{4}{3} - x^2}, & \text{if } x \in [0, \frac{1}{2}] \\
\frac{1}{3} + \sqrt{\frac{1}{3} - (x - \frac{1}{2})^2}, & \text{if } x \in [\frac{1}{2}, \frac{2}{3}] \\
\frac{1}{3} - (x - \frac{2}{3}) \frac{3}{2}, & \text{if } x \in [\frac{2}{3}, 1].
\end{cases}
\]

In Figs. 2(b), 2(e) and 2(h) we apply the triple rotation method based on $N^*$ to the $\phi$-transforms $R3(T_M, N)_\phi$, $R3(T_P, N)_\phi$ and $R3(T_L, N)_\phi$. The obtained rotation-invariant $t$-norms cannot be described by the rotation construction nor by the rotation-annihilation construction of Jenei [15].

As can be seen in Figs. 2(b), 2(e) and 2(h), if $N \neq N$ or $C_0 \neq N$, the left, right and front rotation of $R3(T, N)|_{D_i}$ have to be reshaped to

Figure 1: The triple rotation of $T_M$ and $T_P$ based on $N$. 

\begin{align*}
(a) & \ T_M \\
(b) & \ R3(T_M, N) = T^{nM} \\
(c) & \ \text{Contour plot of } R3(T_M, N) \\
(d) & \ T_P \\
(e) & \ R3(T_P, N) \\
(f) & \ \text{Contour plot of } R3(T_P, N)
\end{align*}
fit into the areas $D_{II}$, $D_{III}$ and $D_{IV}$, respectively. The involutive negator $N$ and the contour line $C_0$ of $T$ are responsible for this reshaping. Note also that in general $R_3(T, N)\left(\beta, \bullet\right) = N \circ M = R_3(T, N)\left(\bullet, \beta\right)$. Therefore, the t-norms $R_3(T, N^*)$ visualized in Figs. 2(b), 2(e) and 2(h) have identical partial functions $R_3(T, N^*)\left(\bullet, \beta\right) = R_3(T, N^*)\left(\beta, \bullet\right)$, with $\beta = \frac{1}{4} + \frac{1}{\sqrt{18}}$ the fixpoint of $N^*$. Indeed, their associated functions $M\left(C_0 = N_0\right)$ and $N = N^*$ are identical.

Finally, if $a \in [0, 1]$, then $T$ is necessarily an ordinal sum of a rotation-invariant t-norm whose companion is commutative on $[0, 1]^2$ and an arbitrary left-continuous t-norm. The latter largely follows from the following characterization.

**Theorem 3** [16] Consider a left-continuous t-norm $T$ and take $a \in [0, 1]$ such that $a < \theta := \inf\{t \in [0, 1] \mid C_a(t) = a\}$. Then the following assertions are equivalent:
Figure 3: The triple rotation of $T_1$, $T_2$ and $T_3$ based on $N^*$. 

1. $C_α$ is continuous on $[a, 1]$.  
2. $C_α$ is involutive on $[a, θ]$.  
3. $C_α(|a, α|) = |a, θ|$.  
4. $T^{(α,θ)}$ is a rotation-invariant t-norm.

In Fig. 3 we present the triple rotation of the ordinal sums

$$
T_1 := (⟨0, \frac{1}{2}, R_3(T_M, N)⟩, ⟨\frac{1}{2}, 1, T_M⟩) \\
T_2 := (⟨0, \frac{1}{2}, R_3(T_P, N)⟩, ⟨\frac{1}{2}, 1, T_P⟩) \\
T_3 := (⟨0, \frac{1}{2}, R_3(T_L, N)⟩, ⟨\frac{1}{2}, 1, T_L⟩),
$$

based on the involutive negator $N^*$. Note that here $α = \frac{1}{2}$. For the t-norms $R_3(T, N^*)$ visualized in Figs. 3(b), 3(e) and 3(h) it clearly holds that $R_3(T, N^*)|_{D_{IV}}$ can be understood as a reshaped front rotation of $R_3(T, N^*)|_{D_{I} \cap β,ς \square_1(\frac{1}{2})}$, with $β$ the fixpoint of $N^*$. The dashed lines in the figures indicate the area $D_{I} \cap β,ς \square_1(\frac{1}{2})$. The zooms $(R_3(T, N^*)|_{(ς \square_1(\frac{1}{2}))N^*,ς \square_1(\frac{1}{2})})$ of these three t-norms $R_3(T, N^*)$ (with $T ∈ \{T_1, T_2, T_3\}$) are rotation-invariant t-norms, obtained by performing the triple rotation method on the rotation-invariant t-norms $(R_3(T, N^*)|_{(ς \square_1(\frac{1}{2}))})^\beta,ς^{-1}(\frac{1}{2})) = T^{(0,\frac{1}{2})}$. For this latter construction the involutive negator $ς \circ N^* \circ ς^{-1}$ is used, with $ς$ the linear rescaling function from $[(ς^{-1}(\frac{1}{2}))N^*,ς^{-1}(\frac{1}{2})]$ to $[0, 1]$. 

\[\text{Triple Rotation: Gymnastics for t-norms}\]
Besides the triple rotation method we can also use zooms to build new t-norms. Let \( a \) be the height of the two lowest ‘jumps’ in Fig. 2(e). In Fig. 4 we visualize the \( a \)-zooms of the t-norms depicted in Figs. 2(b), 2(e) and 2(h). The bold black lines indicate the corresponding zero contour lines.
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Abstract

In this paper the Archimedean property and the nilpotency of t-norms on the lattice $L^I$ is investigated, where $L^I$ is the underlying lattice of interval-valued fuzzy set theory (Sambuc, 1975) and intuitionistic fuzzy set theory (Atanassov, 1983). We give some characterizations of continuous t-norms on $L^I$ which satisfy the residuation principle, $T(D, D) \subseteq D$, the Archimedean property and nilpotency. Keywords: interval-valued fuzzy set, intuitionistic fuzzy set, t-norm, Archimedean, nilpotent, strict, representation.

1 Introduction

Triangular norms on $[0, 1]$ were introduced in [18] and play an important role in fuzzy set theory (see e.g. [9, 12, 13] for more details). One of the most important properties that can be satisfied by t-norms on the unit interval is the Archimedean property, for example continuous t-norms can be fully characterized by means of Archimedean t-norms, the Archimedean property is closely related to additive and multiplicative generators [13, 15, 16].

Interval-valued fuzzy set theory [11, 17] is an extension of fuzzy theory in which to each element of the universe a closed subinterval of the unit interval is assigned which approximates the unknown membership degree. Another extension of fuzzy set theory is intuitionistic fuzzy set theory introduced by Atanassov [1]. Intuitionistic fuzzy sets assign to each element of the universe not only a membership degree, but also a non-membership degree which is less than or equal to 1 minus the membership degree (in fuzzy set theory the non-membership degree is always equal to 1 minus the membership degree). In [7] it is shown that intuitionistic fuzzy set theory is equivalent to interval-valued fuzzy set theory and that both are equivalent to $L$-fuzzy set theory in the sense of Goguen [10] w.r.t. a special lattice $L^I$.

In this paper we will investigate the nilpotency property and we will give some characterizations of continuous t-norms on $L^I$ which satisfy the residuation principle, $T(D, D) \subseteq D$ and the Archimedean property.

2 Preliminary definitions

The underlying lattice $L^I$ of interval-valued fuzzy set theory is given as follows.

**Definition 2.1** We define $L^I = (L^I, \leq_{L^I})$, where

$L^I = \{ [x_1, x_2] \mid (x_1, x_2) \in [0, 1]^2 \text{ and } x_1 \leq x_2 \}$,

$[x_1, x_2] \leq_{L^I} [y_1, y_2] \iff (x_1 \leq y_1 \text{ and } x_2 \leq y_2)$,

for all $[x_1, x_2], [y_1, y_2]$ in $L^I$.

Similarly as Lemma 2.1 in [7] it is shown that $L^I$ is a complete lattice.

Let $U$ be a universal set.

**Definition 2.2** [11, 17] An interval-valued fuzzy set on $U$ is a mapping $A : U \rightarrow L^I$.

**Definition 2.3** [1] An intuitionistic fuzzy set on $U$ is a set

$A = \{ (u, \mu_A(u), \nu_A(u)) \mid u \in U \}$,
where \( \mu_A(u) \in [0, 1] \) denotes the membership degree and \( \nu_A(u) \in [0, 1] \) the non-membership degree of \( u \) in \( A \) and where for all \( u \in U \), \( \mu_A(u) + \nu_A(u) \leq 1 \).

An intuitionistic fuzzy set \( A \) on \( U \) can be represented by the \( L^I \)-fuzzy set \( A \) given by

\[
A : U \rightarrow L^I : \quad u \mapsto [\mu_A(u), 1 - \nu_A(u)], \quad \forall u \in U
\]

In Figure 1 the set \( L^I \) is shown. Note that to any element \( x = [x_1, x_2] \) of \( L^I \) there corresponds a point \( (x_1, x_2) \in \mathbb{R}^2 \).

![Figure 1: The grey area is \( L^I \).](image)

In the sequel, if \( x \in L^I \), then we denote its bounds by \( x_1 \) and \( x_2 \), i.e. \( x = [x_1, x_2] \). The smallest and the largest element of \( L^I \) are given by 0_{L^I} = [0, 0] and 1_{L^I} = [1, 1]. We define for further usage the set \( D = \{[x_1, x_1] \mid x_1 \in [0, 1] \} \). Note that, for \( x, y \in L^I \), \( x <_{L^I} y \) is equivalent to “\( x \leq y \) and \( x \neq y \)”, i.e. either \( x_1 < y_1 \) and \( x_2 \leq y_2 \), or \( x_1 \leq y_1 \) and \( x_2 < y_2 \). We denote by \( x \ll_{L^I} y \) if \( x_1 < y_1 \) and \( x_2 < y_2 \).

**Definition 2.4** A t-norm on a complete lattice \( L = (L, \leq_L) \) is a commutative, associative, increasing mapping \( T : L \times L \rightarrow L \) which satisfies \( T(1_L, x) = x \), for all \( x \in L \).

Let \( T \) be a t-norm on a complete lattice \( L = (L, \leq_L) \) and \( x \in L \), then we denote \( x^{(n)} = T(x, x^{(n-1)}) \), for \( n \in \mathbb{N} \setminus \{0\} \), and \( x^{(1)} = x \).

We say that a t-norm \( T \) on \( L \) satisfies the residuation principle if and only if, for all \( x, y, z \) in \( L \),

\[
T(x, y) \leq_L z \iff y \leq_L \mathcal{I}_T(x, z),
\]

where \( \mathcal{I}_T \) is the residual implication of \( T \) defined by \( \mathcal{I}_T(x, z) = \sup \{ \gamma \mid \gamma \in L \text{ and } T(x, \gamma) \leq_L z \} \), for all \( x, z \in L \).

For t-norms on \( L^I \), we consider the following special classes.

**Definition 2.5** A t-norm \( T \) on \( L^I \) is called t-representable if there exist t-norms \( T_1 \) and \( T_2 \) on \([0, 1], \leq \) such that \( T_1(x, y) \leq T_2(x, y) \), for all \( x, y \) in \([0, 1], \leq \), and such that, for all \( x, y \) in \( L^I \),

\[
T(x, y) = [T_1(x_1, y_1), T_2(x_2, y_2)].
\]

Then \( T_1 \) and \( T_2 \) are called the representants of \( T \) and we denote \( T \) by \( T_1, T_2 \).

A t-norm \( T \) on \( L^I \) is called pseudo-t-representable if there exists a t-norm \( T \) on \([0, 1], \leq \) such that, for all \( x, y \) in \( L^I \),

\[
T(x, y) = \max(T(x_1, y_1), T(x_2, y_2)).
\]

Then \( T \) is called the representant of \( T \) and we denote \( T \) by \( T_1 \).

**Definition 2.6** A negation on a complete lattice \( L = (L, \leq_L) \) is a decreasing mapping \( \mathcal{N} : L \rightarrow L \) for which \( \mathcal{N}(1_L) = 1_L \) and \( \mathcal{N}(0_L) = 0_L \). If \( \mathcal{N}(\mathcal{N}(x)) = x \), for all \( x \in L \), then \( \mathcal{N} \) is called involutive.

Let \( \mathcal{I}_T \) be the residual implication of a t-norm \( T \) on \( L \). The mapping \( \mathcal{N}_{\mathcal{I}_T} : L \rightarrow L \) defined by \( \mathcal{N}_{\mathcal{I}_T}(x) = \mathcal{I}_T(x, 0_L) \), for all \( x \in L \), is a negation on \( L \), called the negation generated by \( \mathcal{I}_T \).

**Theorem 2.1** [6] Let \( \mathcal{N} \) be a negation on \( L^I \). Then \( \mathcal{N} \) is involutive if and only if there exists an involutive negation \( \mathcal{N} \) on \([0, 1], \leq \) such that, for all \( x \in L^I \), \( \mathcal{N}(x) = [\mathcal{N}(x_1), \mathcal{N}(x_2)] \).

Let \( n \in \mathbb{N} \setminus \{0\} \). If for a mapping \( f : [0, 1]^n \rightarrow [0, 1] \) and a mapping \( F : (L^I)^n \rightarrow L^I \) it holds that \( F(D^n) \subseteq D \), and \( F([a_1, a_1], \ldots, [a_n, a_n]) = [f(a_1, \ldots, a_n), f(a_1, \ldots, a_n)] \), for all \( a_1, \ldots, a_n \in L^I \), then we say that \( F \) is a natural extension of \( f \) to \( L^I \). E.g. for any t-norm \( T \) on \([0, 1], \leq \), the t-norms \( T_{T_T} \) and \( T_{T_f} \) are natural extensions of \( T \) to \( L^I \); if \( \mathcal{N} \) is an involutive negation on \( L^I \), then from Theorem 2.1 it follows that there exists an involutive negation \( \mathcal{N} \) on \([0, 1], \leq \) such that \( \mathcal{N} \) is a natural extension of \( \mathcal{N} \).
3 The Archimedean property for t-norms on \([0, 1], \leq\)

Denote \(\mathbb{N}^* = \mathbb{N} \setminus \{0\}\). Then Archimedean t-norms are defined as follows.

**Definition 3.1** [13, 14] Let \(T\) be a t-norm on \([0, 1], \leq\). We say that \(T\) is Archimedean if

\[
(\forall (x, y) \in [0, 1]^2)(\exists n \in \mathbb{N}^*)(x^{(n)} < y).
\]

An element \(x \in [0, 1]\) is called a nilpotent element of \(T\) if there exists an \(n \in \mathbb{N}^*\) such that \(x^{(n)} = 0\); \(x\) is called a zero-divisor of \(T\) if there exists an \(y \in [0, 1]\) such that \(T(x, y) = 0\). A t-norm \(T\) on \([0, 1], \leq\) is called nilpotent if it is continuous and if each \(x \in [0, 1]\) is a nilpotent element of \(T\); a t-norm \(T\) on \([0, 1], \leq\) is called strict if \(T\) is continuous and strictly increasing on \([0, 1]^2\).

**Theorem 3.1** [13] Let \(T\) be a continuous Archimedean t-norm on \([0, 1], \leq\). Then the following are equivalent:

(i) \(T\) is nilpotent;

(ii) there exists some nilpotent element of \(T\) in \([0, 1]_I\);

(iii) there exists some zero divisor of \(T\) in \([0, 1]_I\);

(iv) \(T\) is not strict.

For example, the product t-norm \(T_P\) on \([0, 1], \leq\) defined by \(T_P(x, y) = xy\), for all \(x, y\) in \([0, 1]_I\), is a strict t-norm, and the Lukasiewicz t-norm \(T_W\) defined by \(T_W(x, y) = \max(0, x + y - 1)\), for all \(x, y\) in \([0, 1]_I\), is a nilpotent t-norm.

**Theorem 3.2** [13] Let \(T\) be a t-norm on \([0, 1], \leq\).

- \(T\) is continuous, Archimedean and nilpotent if and only if there exists an increasing permutation \(\varphi\) of \([0, 1], \leq\) such that \(T\) is the \(\varphi\)-transform of \(T_W\), i.e. \(T = \varphi^{-1} \circ T_W \circ (\varphi \times \varphi)\), where \(\times\) denotes the product operation [8].

- \(T\) is continuous, Archimedean and strict if and only if there exists an increasing permutation \(\varphi\) of \([0, 1], \leq\) such that \(T\) is the \(\varphi\)-transform of \(T_P\).

4 The Archimedean property for t-norms on \(L^I\)

We extend the definitions from the previous section to \(L^I\). There are several possible extensions of the Archimedean property, which we call Archimedean, weak Archimedean and strong Archimedean property. Throughout this section we will use the sets \(L^I_1 = \{x \mid x \in L^I\ \text{and} \ x_1 \in [0, 1]\}\) and \(L^I_2 = \{x \mid x \in L^I\ \text{and} \ x_1 > 0 \text{ and } x_2 < 1\}\).

**Definition 4.1** [5] Let \(T\) be a t-norm on \(L^I\). We say that

- \(T\) is Archimedean if

\[
(\forall (x, y) \in (L^I_1)^2)(\exists n \in \mathbb{N}^*)(x^{(n)} < L^I\ y);
\]

- \(T\) is strongly Archimedean if

\[
(\forall (x, y) \in (L^I_2)^2)(\exists n \in \mathbb{N}^*)(x^{(n)} < L^I\ y);
\]

- \(T\) is weakly Archimedean if

\[
(\forall (x, y) \in (L^I_1)^2)(\exists n \in \mathbb{N}^*)(x^{(n)} < L^I\ y).
\]

Obviously, if a t-norm \(T\) on \(L^I\) is Archimedean, then it is weakly Archimedean, and if \(T\) is strongly Archimedean, then it is Archimedean. The converse implications do not hold (counterexamples are given in [5]).

In [2, 3] the Archimedean property is defined for t-norms on a general bounded poset. If we apply this definition to \(L^I\), then we obtain the following condition for a t-norm \(T\) on \(L^I\):

\[
(\forall (x, y) \in (L^I_1)^2)((\forall n \in \mathbb{N}^*)(x^{(n)} < L^I\ y) \implies (x = 1_{L^I} \text{ or } y = 0_{L^I})). \tag{1}
\]

The following theorem shows that the Archimedean property defined using (1) corresponds to the Archimedean property given in Definition 4.1.

**Theorem 4.1** [5] Let \(T\) be a t-norm on \(L^I\). Then \(T\) is Archimedean (in the sense of Definition 4.1) if and only if \(T\) satisfies (1).

Now we generalize nilpotency and related concepts to \(L^I\).
Definition 4.2 Let $T$ be a t-norm on $L^I$.

(i) An element $a \in L^I \setminus \{0_{L^I}, 1_{L^I}\}$ is called a nilpotent element of $T$ if there exists some $n \in \mathbb{N}^*$ such that $a^{(n)} = 0_{L^I}$.

(ii) An element $a \in L^I \setminus \{0_{L^I}, 1_{L^I}\}$ is called a zero divisor of $T$ if there exists some $b \in L^I \setminus \{0_{L^I}, 1_{L^I}\}$ such that $T(a, b) = 0_{L^I}$.

Definition 4.3

(i) A t-norm $T$ on $L^I$ is called nilpotent if it is continuous and if each $a \in L^I \setminus \{0_{L^I}, 1_{L^I}\}$ is a nilpotent element of $T$.

(ii) A t-norm $T$ on $L^I$ is called weakly nilpotent if it is continuous and if each $a \in L^I \setminus \{0_{L^I}, 1_{L^I}\}$ is a nilpotent element of $T$.

(iii) A t-norm $T$ on $L^I$ is called strict if it is continuous and strictly increasing on $(L^I \setminus \{0_{L^I}\})^2$.

Theorem 4.2 [5] Let $T$ be a continuous t-norm on $L^I$. Then $T$ satisfies the Archimedean property if and only if $T(x, x) = x$, for all $x \in L^I \setminus \{0_{L^I}, 1_{L^I}\}$.

Theorem 4.3 Let $T$ be a continuous t-norm on $L^I$. Then the following are equivalent:

\begin{itemize}
  \item [(N1)] $T$ is nilpotent;
  \item [(N2)] each $a \in L^I$ is a nilpotent element of $T$.
\end{itemize}

5 Representations of continuous t-norms on $L^I$

We first recall two representation theorems which we will need in order to represent some classes of Archimedean t-norms on $L^I$.

Theorem 5.1 [4] Consider a continuous mapping $\tilde{T} : (L^I)^2 \to L^I$. Then $T$ is a t-norm on $L^I$ for which

\begin{itemize}
  \item [(T.1)] $T(x, \sup(y, z)) = \sup(T(x, y), T(x, z))$, for all $x, y, z \in L^I$, and
  \item [(T.2)] $T(D, D) \subseteq D$,
\end{itemize}

if and only if there exist an element $t \in [0, 1]$, a continuous t-norm $T$ on $[0, 1]$, $\leq$ and a continuous increasing mapping $\tilde{g} : [0, 1] \to [0, 1]$ such that

\begin{itemize}
  \item [(T'.1)] $\tilde{g}(T(y_1, z_1)) = \tilde{g}(T(\tilde{g}^{-1}(\tilde{g}(y_1)), z_1))$, for all $y_1, z_1 \in [0, 1]$,
  \item [(T'.2)] $\tilde{g}(T(y_1, z_1)) \leq T(\tilde{g}(y_1), z_1)$, for all $y_1, z_1 \in [0, 1]$,
  \item [(T'.3)] $\tilde{g}(T(\tilde{g}^{-1}(t), \tilde{g}^{-1}(y_1))) \leq \tilde{g}(y_1)$, for all $y_1 \in [0, 1]$,
  \item [(T'.4)] $\tilde{g}(1) = 1$,
  \item [(T'.5)] for all $x, y \in [0, 1]$,
\end{itemize}

\[
T(x, y) = \left[T(x_1, y_1), \max\left(\tilde{g}\left(T\left(\tilde{g}^{-1}(t), \tilde{g}^{-1}(y_2)\right)\right), \tilde{g}(T(\tilde{g}^{-1}(x_2), y_1)), \tilde{g}(T(\tilde{g}^{-1}(y_2), x_1)), T(x_1, y_1)\right)\right],
\]

where, for all $z_1 \in [0, 1]$,

\[
\tilde{g}^{-1}(z_1) = \sup\{y_1 \mid y_1 \in [0, 1] \text{ and } \tilde{g}(y_1) = z_1\}.
\]
In this case the residuum $\mathcal{I}_T$ of $T$ is given by, for all $x, z$ in $L^I$, 
\[
\mathcal{I}_T(x, z) = \inf \left( \mathcal{I}_T(x_1, z_1), \mathcal{I}_T(x_2, z_2), g\left( \mathcal{I}_T\left( T(g^{-1}(t), g^{-1}(x_2)), g^{-1}(z_2) \right) \right), g\left( \mathcal{I}_T(x, z) \right) \right),
\]
where $g$ satisfies the residuation principle.

Example 5.1 Let for all $a, b \in [0, 1]$ and $x, y$ in $L^I$, $T(a, b) = \max(0, a + b - 1)$,
\[
g(a) = \begin{cases} 
0, & \text{if } a \leq \frac{1}{2}, \\
2a - 1, & \text{else},
\end{cases}
\]
and $T(x, y) = \max(0, x + y - 1), \max(0, 2x + y - 2, 2y + x - 2, x + y - 1)$. Then $T, g$ and $T$ satisfy the conditions of Theorem 5.1.

Using Theorems 5.1 and 5.2 we obtain the following result.

Theorem 5.3 If $T$ is a continuous t-norm on $L^I$ which satisfies (T.1) and (T.2), then $T$ satisfies the residuation principle.

Note that from the fact that $g$ is increasing and continuous, it follows that, for all $z_1 \in [0, 1],
\[
g^{-1}(z_1) = \sup \{ y_1 | y_1 \in [0, 1] \text{ and } g(y_1) \leq z_1 \}
\]
and $g(g^{-1}(z_1)) = g(\sup \{ y_1 | y_1 \in [0, 1] \text{ and } g(y_1) = z_1 \}) = z_1$.

Hence, for all $x_1, z_1$ in $[0, 1],
\[
g(x_1) \leq z_1 
\iff x_1 \in \{ y_1 | y_1 \in [0, 1] \text{ and } g(y_1) \leq z_1 \}
\iff x_1 \leq g^{-1}(z_1).
\]

Theorem 5.4 Let $T$ be a continuous t-norm on $L^I$ which satisfies (T.1) and (T.2). The negation $N_T$ generated by $\mathcal{I}_T$ is involutive if and only if $T$ is pseudo-t-representable and the negation $N_{T_2}$ generated by the residual implication of the representant $T$ of $T$ is involutive.

Theorem 5.4 shows that the class of pseudo-t-representable t-norms play an important role if we need t-norms for which the negation generated by the residual implication is involutive. Indeed, in the class of continuous t-norms which satisfy the residuation principle and which are a natural extension of a t-norm on the unit interval, the only t-norms for which the negation generated by their residual implication is involutive, are pseudo-t-representable.

6 Properties of Archimedean and nilpotent t-norms on $L^I$

Theorem 6.1 Let $T$ be a continuous t-norm on $L^I$ which satisfies (T.1) and (T.2). Then $T$ is weakly nilpotent if and only if t-norm $T$ involved in the representation of $T$ according to Theorem 5.1 is nilpotent.

Theorem 6.2 Let $T$ be a continuous t-norm on $L^I$ which satisfies (T.1) and (T.2). If the t-norm $T$ involved in the representation of $T$ according to Theorem 5.1 is nilpotent and if $(T([0, 1], [0, 1]))_2 < 1$, then $T$ is nilpotent.

Theorem 6.3 Let $T$ be a continuous t-norm on $L^I$ which satisfies (T.1) and (T.2). Then $T$ is weakly Archimedean if and only if t-norm $T$ involved in the representation of $T$ according to Theorem 5.1 is Archimedean.

Theorem 6.4 Let $T$ be a continuous t-norm on $L^I$ which satisfies (T.1) and (T.2). If the t-norm $T$ involved in the representation of $T$ according to Theorem 5.1 is Archimedean and if $(T([0, 1], [0, 1]))_2 < 1$, then $T$ is Archimedean.

Note that if $T$ is t-representable, then $T([0, 1], [0, 1]) = [0, 1]$. So $[0, 1]$ is an idempotent element and thus not a nilpotent element of $T$. Hence, taking into consideration Theorem 6.2, we find that the only subclass of the class of t-norms represented by Theorem 5.1 that does not have nilpotent members is the class of t-representable t-norms. Similarly, since for t-representable t-norms $T$ it holds that $T([0, 1], [0, 1]) = [0, 1]$, these t-norms are not Archimedean. Theorem 6.4 shows that the t-representable members of the class of t-norms represented by Theorem 5.1 are the only ones that can never be Archimedean.

Theorem 6.5 Let $T$ be a continuous weakly Archimedean t-norm on $L^I$. Then the following are equivalent:

---
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(i) $T$ is weakly nilpotent;
(ii) there exists some nilpotent element of $T$ in $L_{12}$;
(iii) there exists some zero divisor of $T$ in $L_{12}$.

Theorem 6.6 Let $T$ be a continuous strongly Archimedean $t$-norm on $L^I$. Then the following are equivalent:

(i) $T$ is nilpotent;
(ii) there exists some nilpotent element of $T$ in $L^I \setminus \{0_L, 1_L\}$;
(iii) there exists some zero divisor of $T$ in $L^I \setminus \{0_L, 1_L\}$.

7 Representations of continuous Archimedean $t$-norms on $L^I$

In this section we will extend Theorem 3.2 to $L^I$. Since from Theorem 3.1 it follows that the class of continuous Archimedean $t$-norms on the unit interval can be split into two subclasses (the nilpotent $t$-norms and the strict $t$-norms), we also split our discussion on the Archimedean $t$-norms belonging to the previously mentioned class in two parts. First we characterize the weakly Archimedean weakly nilpotent $t$-norms belonging to the class of continuous $t$-norms $T$ on $L^I$ which satisfy the residuation principle and for which $T(D, D) \subseteq D$. From Theorem 6.1 we know that these are the $t$-norms on $L^I$ for which the $t$-norm $T$ involved in their representation (according to Theorem 5.1) is nilpotent. After that we characterize the weakly Archimedean $t$-norms belonging to the previously mentioned class but which are not weakly nilpotent. From Theorem 6.1 we know that the $t$-norm $T$ involved in their representation (see Theorem 5.1) is not nilpotent, and thus strict.

7.1 Archimedean $t$-norms which are weakly nilpotent

Lemma 7.1 Let $\tilde{g} : [0, 1] \rightarrow [0, 1]$ be a continuous increasing mapping and $\varphi$ be an automorphism of $[0, 1]$. Let $T$ be the $t$-norm on $([0, 1], \leq)$ defined by $T(x_1, y_1) = \varphi^{-1}(\max(0, \varphi(x_1) + \varphi(y_1) - 1))$, for all $x_1, y_1$ in $[0, 1]$. Then ($T'.1$) holds if and only if $\tilde{g}^{-1}(0) = 0$.

Lemma 7.2 Let $\tilde{g} : [0, 1] \rightarrow [0, 1]$ be a continuous increasing mapping and $\varphi$ be an automorphism of $([0, 1], \leq)$. Let $T$ be the $t$-norm on $([0, 1], \leq)$ defined by $T(x_1, y_1) = \varphi^{-1}(\max(0, \varphi(x_1) + \varphi(y_1) - 1))$, for all $x_1, y_1$ in $[0, 1]$. Then ($T'.2$) holds if and only if for all $a, b$ in $[0, 1]$ such that $a > b > \varphi(\tilde{g}^{-1}(0))$,

$$\frac{\varphi \circ \tilde{g} \circ \varphi^{-1}(a) - \varphi \circ \tilde{g} \circ \varphi^{-1}(b)}{a - b} \geq 1.$$
(AT'.3) $\tilde{g}^{-1}(0) \leq \tilde{g}(\varphi^{-1}(I_{T'}(\varphi(\tilde{g}^{-1}(t)), 
\varphi(\tilde{g}^{-1}(0))))),
(\text{AT'.4})$ for all $x, y$ in $[0, 1],
\begin{align*}
T(x, y) &= \left[\varphi^{-1}(\max(0, \varphi(x_1) + \varphi(y_1) - 1)), 
\max\left(\tilde{g}(\varphi^{-1}(\max(0, \varphi(\tilde{g}^{-1}(t)))) + \n\varphi(\tilde{g}^{-1}(x_2)) + \varphi(\tilde{g}^{-1}(x_2)) - 2)), 
\tilde{g}(\varphi^{-1}(\max(0, \varphi(\tilde{g}^{-1}(x_2)) + \varphi(y_1) - 1))))
\right), 
\tilde{g}(\varphi^{-1}(\max(0, \varphi(\tilde{g}^{-1}(y_2)) + \varphi(x_1) - 1))), 
\varphi^{-1}(\max(0, \varphi(x_1) + \varphi(y_1) - 1))\right];
\end{align*}

where, for all $z_1$ in $[0, 1],
\begin{align*}
\tilde{g}^{-1}(z_1) = \sup\{y_1 \mid y_1 \in [0, 1] \text{ and } \tilde{g}(y_1) = z_1\}.
\end{align*}

From Theorems 6.1, 6.2, 6.3 and 6.4 it follows that a similar representation theorem holds when we replace (AT.1) and (AT.2) by the conditions: $T$ is Archimedean and nilpotent, and $T([0, 1], [0, 1]) \subseteq L^1, [0, 1].$

### 7.2 Archimedean t-norms which are not weakly nilpotent

**Lemma 7.6** Let $\tilde{g} : [0, 1] \rightarrow [0, 1]$ be a continuous increasing mapping and $\varphi$ be an automorphism of $([0, 1], \leq).$ Let $T$ be the t-norm on $([0, 1], \leq)$ defined by $T(x_1, y_1) = \varphi^{-1}(\varphi(x_1)\varphi(y_1)),$ for all $x_1, y_1$ in $[0, 1].$ Then ($T'.1$) holds if and only if $\tilde{g}_{[\tilde{g}^{-1}(0), 1]}$ is a bijection from $[\tilde{g}^{-1}(0), 1]$ to $[0, 1]$. Furthermore $\tilde{g}^{-1}(z_1) = \tilde{g}^{-1}(z_1),$ for all $z_1 \in [0, 1].$

**Lemma 7.7** Let $\tilde{g} : [0, 1] \rightarrow [0, 1]$ be a continuous increasing mapping and $\varphi$ be an automorphism of $([0, 1], \leq).$ Let $T$ be the t-norm on $([0, 1], \leq)$ defined by $T(x_1, y_1) = \varphi^{-1}(\varphi(x_1)\varphi(y_1)),$ for all $x_1, y_1$ in $[0, 1].$ Then ($T'.2$) holds if and only if for all $a, b$ in $[0, 1]$ such that $a > b > \varphi(\tilde{g}^{-1}(0)),$

\begin{align*}
\frac{a}{b} \leq \frac{\varphi \circ \tilde{g} \circ \varphi^{-1}(a)}{\varphi \circ \tilde{g} \circ \varphi^{-1}(b)}.
\end{align*}

**Lemma 7.8** Let $\tilde{g} : [0, 1] \rightarrow [0, 1]$ be a continuous increasing mapping and $\varphi$ be an automorphism of $([0, 1], \leq).$ Let $T$ be the t-norm on $([0, 1], \leq)$ defined by $T(x_1, y_1) = \varphi^{-1}(\varphi(x_1)\varphi(y_1)),$ for all $x_1, y_2$ in $[0, 1],$ and assume that ($T'.1$) and ($T'.2$) hold. Then ($T'.3$) holds if and only if $\tilde{g}^{-1}(0) \leq \varphi^{-1}(\varphi(\tilde{g}^{-1}(t)), \varphi(\tilde{g}^{-1}(0))))).

**Theorem 7.9** Consider a continuous mapping $T : (L^2)^2 \rightarrow L^1.$ Then $T$ is a t-norm on $L^1$ such that

(\text{AT.1})$ T$ is weakly Archimedean,
(\text{AT.2})$ T$ is not weakly nilpotent,
(\text{AT.3})$ T$ satisfies the residuation principle, and
(\text{AT.4})$ T(D, D) \subseteq D,

if and only if there exist an element $t \in [0, 1],$ a continuous t-norm $T$ on $([0, 1], \leq)$ and a continuous increasing mapping $\tilde{g} : [0, 1] \rightarrow [0, 1]$ such that

(\text{AT'.1}) $\tilde{g}_{[\tilde{g}^{-1}(0), 1]}$ is a bijection from
$[\tilde{g}^{-1}(0), 1]$ to $[0, 1],$ and $\tilde{g}(x_1) = 0,$
for all $x_1 \in [0, \tilde{g}^{-1}(0)],$
(\text{AT'.2}) for all $a, b$ in $[0, 1]$ such that $a > b > \varphi(\tilde{g}^{-1}(0)),$

\[\frac{\varphi \circ \tilde{g} \circ \varphi^{-1}(a)}{\varphi \circ \tilde{g} \circ \varphi^{-1}(b)} \geq \frac{a}{b},\]

(\text{AT'.3}) $\tilde{g}^{-1}(0) \leq \varphi^{-1}(\varphi^{-1}(I_{T'}(\varphi(\tilde{g}^{-1}(t)), 
\varphi(\tilde{g}^{-1}(0))))),
(\text{AT'.4})$ for all $x, y$ in $[0, 1],
\begin{align*}
T(x, y) &= \left[\varphi^{-1}(\varphi(x_1)\varphi(y_1)),$
\max\left(\tilde{g}(\varphi^{-1}(\varphi(x_1)\varphi(y_1))), 
\varphi(\tilde{g}^{-1}(x_2))\varphi(\tilde{g}^{-1}(x_2)) - 2)), 
\tilde{g}(\varphi^{-1}(\varphi(\tilde{g}^{-1}(x_2)) + \varphi(y_1) - 1))))
\right), 
\tilde{g}(\varphi^{-1}(\varphi(\tilde{g}^{-1}(y_2)) + \varphi(x_1) - 1))), 
\varphi^{-1}(\varphi(x_1)\varphi(y_1))\right],
\end{align*}

where, for all $z_1$ in $[0, 1],
\begin{align*}
\tilde{g}^{-1}(z_1) = \sup\{y_1 \mid y_1 \in [0, 1] \text{ and } \tilde{g}(y_1) = z_1\}.
\end{align*}

From Theorems 6.1, 6.2, 6.3 and 6.4 it follows that a similar representation theorem holds when we replace (AT.1) and (AT.2) by the
conditions: $T$ is Archimedean and not nilpotent, and $T([0, 1], [0, 1]) <_{LI} [0, 1]$. It remains an open problem whether all continuous Archimedean t-norms on $LI$ which are not (weakly) nilpotent are strict.

8 Conclusion

In this paper we presented some properties of t-norms on $LI$ which are Archimedean and nilpotent, or which satisfy some related properties such as the weak Archimedean property and weak nilpotency. We investigated some properties of the class of t-norms $T$ on $LI$ which are continuous, satisfy the residuation principle and $T(D, D) \subseteq D$. We gave necessary and sufficient conditions for the members of this class so that they satisfy the Archimedean property, nilpotency, or any of the weak variants of these properties. We also gave a representation of the members of the above mentioned class of t-norms on $LI$ which are either (weakly) Archimedean and (weakly) nilpotent, or (weakly) Archimedean but not (weakly) nilpotent. Thus we obtained a full characterization of the class of continuous t-norms $T$ on $LI$ which satisfy the residuation principle, $T(D, D) \subseteq D$, and which are (weakly) Archimedean.
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Abstract

We address the issue of identifying various classes of aggregation operators from empirical data, which also preserves the ordering of the outputs. It is argued that the ordering of the outputs is more important than the numerical values, however the usual data fitting methods are only concerned with fitting the values. We will formulate preservation of the ordering problem as a standard mathematical programming problem, solved by standard numerical methods.

Keywords: Aggregation operators, preference ordering, decision making.

1 Introduction

Construction of aggregation operators from empirical data is very useful in practice, when a specific aggregation operator has to be chosen for a specific application. This work was pioneered in [25], where the authors introduced $\gamma$-operators, a convex combination of triangular norms and conorms. Identification of the weights of arithmetic means and OWA operators from the data was treated in [4, 10, 20, 21], identification of the coefficients of fuzzy measures for Choquet integral based aggregation was treated in [4, 13, 14], and identification of additive generators of $t$-norms, $t$-conorms, uninorms and nullnorms was treated in [4, 5].

In all mentioned studies, the choice of parameters was driven by how well an aggregation function predicted the observed input-output pairs, the data set $\{(\bar{x}_k, y_k), k = 1, \ldots K\}$. The goodness of fit was measured by using the least squares criterion, or the least absolute deviation criterion. In the first case the problem was set up as a standard quadratic programming problem, and in the second case as a linear programming problem.

However, in [16] it was argued that fitting the numerical outputs is not as important as preserving the ordering of the outputs. The empirical data usually comes from human subjective evaluation, and people do not reliably express their preference on a numerical scale. In contrast, people are very good at ranking the alternatives. Therefore, the authors of [16] argued that fitting methods should aim at preserving the order of empirical output values. They showed that various methods of fitting the numerical values do not preserve this ordering. However, a solution which does preserve the ordering of the outputs has never been spelled out.

The aim of this contribution is to show that preservation of outputs ordering can be achieved by a very simple technique of adding $K - 1$ linear inequalities to the least squares and least absolute deviation problems. Furthermore, in many cases, that cover all major families of aggregation operators, the structure of the resulting quadratic and linear programming problems does not change, which allows one to apply standard numerical optimization methods. We formulate the resulting mathematical programming problems explicitly in these cases. Finally, we present a new formulation of the aggregation operator identification problem, in which a weighted combination of the numerical fitness and ordering preservation criteria is optimized, as well as its solution methods. This problem is particularly useful when the data is contaminated by noise.

2 Fitting aggregation operators

Various methods of fitting parameters of an aggregation operator to the data are available [4, 10, 14, 16, 20, 21, 25]. Given a data set $\{\{(\bar{x}_k, y_k), k = 1, \ldots K\}$, and a class of aggregation operators parameterized by a vector $\vec{w}$, $f(\vec{x}; \vec{w})$, the mentioned methods minimize the least squares (LS) criterion

$$\sum_{k=1}^{K} (f(\bar{x}_k; \vec{w}) - y_k)^2$$
with respect to the parameters \( \vec{w} \), subject to the conditions that \( f \) is an aggregation operator, i.e., it verifies at least the conditions of monotonicity and \( f(\vec{0}; \vec{w}) = 0, f(\vec{1}; \vec{w}) = 1 \). Of course, other conditions like symmetry, idempotency, existence of a neutral element, annihilator, etc., can also be added.

An alternative is to use the least absolute deviation criterion (LDA) \([7]\), i.e., minimize

\[
\sum_{k=1}^{K} |f(\vec{x}_k; \vec{w}) - y_k|
\]

with respect to the weights, subject to the same conditions. The use of LDA is less sensitive to outliers, and importantly, in many cases it allows one to set up an equivalent linear programming problem, which is easily solved by the standard simplex algorithm, even if the number of weights is very large (e.g., when identifying a fuzzy measure).

If \( f \) depends on the weights \( \vec{w} \) linearly, which is the case when \( f \) is an arithmetic mean, OWA, Choquet integral, \( \gamma \)-operator and some other aggregation operators, then minimization of LS criterion becomes a standard quadratic programming problem (QP), and minimization of LDA criterion becomes a linear programming problem (LP) after introducing auxiliary variables. Furthermore, linearization methods allow one to set up QP or LP problems for quasi-arithmetic means, generalized OWA and generalized Choquet integrals, see \([4\text{–}6]\).

We note that all mentioned methods approximate, not interpolate, the empirical values \( y_k \) (except some special cases). Empirical data comes with errors, and it is pointless to fit it exactly. If the data were interpolated, then of course the order of the outputs would be preserved automatically. Thus our goal is to ensure that the order is preserved during the solution to LS or LDA problems.

### 3 Preservation of ordering

Without loss of generality, we assume that the outputs are ordered as \( y_1 \leq y_2 \leq \ldots \leq y_K \) (the data can always be re-ordered in this way). The condition for order preservation is

\[
f(\vec{x}_i; \vec{w}) \leq f(\vec{x}_j; \vec{w}), \text{ for all } i < j.
\]  

Because the data set is ordered, this condition is implied by a simpler condition

\[
f(\vec{x}_i; \vec{w}) \leq f(\vec{x}_{i+1}; \vec{w}), \text{ for all } i = 1, \ldots, K - 1.
\]

In general, this is a system of \( K - 1 \) nonlinear inequalities, which is very hard to solve. But in many interesting cases \( f \) depends on \( \vec{w} \) linearly, and in this case we obtain a system of linear inequalities, which does not change the structure of the LS or LDA problem.

Let \( f(\vec{x}; \vec{w}) = \langle \vec{g}(\vec{x}), \vec{w} \rangle = \sum_{i=1}^{n} w_i g_i(\vec{x}) \), \( \vec{g} \) being some basis functions. For example \( g_i(\vec{x}) = x_i \) for the arithmetic means, \( g_i(\vec{x}) = x_{(i)} \) for an OWA operator\(^1\).

Then the LS problem becomes

\[
\text{Minimize } \sum_{k=1}^{K} (\langle \vec{g}(\vec{x}_k), \vec{w} \rangle - y_k)^2, \quad (3)
\]

s.t. \( \langle \vec{g}(\vec{x}_{k+1}), \vec{w} \rangle - \langle \vec{g}(\vec{x}_k), \vec{w} \rangle \geq 0, \)

\( k = 1, \ldots, K - 1, \)

other (linear) conditions on \( \vec{w} \).

Problem (3) is QP, which differs from the original LS problem only by additional \( K - 1 \) linear constraints. Consequently, standard methods of solution of QPs can be employed. In the case of LDA problem, the situation is similar, we have an additional set of linear constraints, and if LDA was converted to LP, then the additional constraints are directly transferred to the LP problem. Thus by using the auxiliary variables \( r_k^+, r_k^- \geq 0, \) such that \( r_k^+ + r_k^- = |\langle \vec{g}(\vec{x}_k), \vec{w} \rangle - y_k|, \)

and \( r_k^+ - r_k^- = \langle \vec{g}(\vec{x}_k), \vec{w} \rangle - y_k, \) we have an LP

\[
\text{Minimize } \sum_{k=1}^{K} r_k^+ + r_k^-, \quad (4)
\]

s.t. \( \langle \vec{g}(\vec{x}_k), \vec{w} \rangle - r_k^+ + r_k^- = y_k, \)

\( k = 1, \ldots, K, \)

\( \langle \vec{g}(\vec{x}_{k+1}), \vec{w} \rangle - \langle \vec{g}(\vec{x}_k), \vec{w} \rangle \geq 0, \)

\( k = 1, \ldots, K - 1, \)

\( r_k^+, r_k^- \geq 0, k = 1, \ldots, K, \)

other (linear) conditions on \( \vec{w} \).

The methods of solution to problems (3) and (4) are well known, see \([7,18]\).

### 4 Special cases

In this section we will present explicit problem formulations for a number of popular families of aggregation operators, in the case of LS fitting (Problem (3)). The case of LDA (4) is treated very similarly.

#### 4.1 Arithmetic means and OWA

Since \( g_i(\vec{x}) = x_i \) and we have constraints \( w_i \geq 0, \sum_{i=1}^{n} w_i = 1, \) \( n \) is the dimension of the input vector \( \vec{x} \), Problem (3) translates into

\[
\text{Minimize } \sum_{k=1}^{K} (\vec{x}_k, \vec{w}) - y_k)^2, \quad (5)
\]

s.t. \( \vec{x}_{k+1} - \vec{x}_k, \vec{w}) \geq 0, \)

\( k = 1, \ldots, K - 1, \)

\( \sum w_i = 1, w_i \geq 0. \)

\(^1\)As usual, \( x_{(i)} \) denotes the \( i \)-th largest component of \( \vec{x} \).
For OWA operators [23], let $\vec{z}_k = (x_{k,(1)}, x_{k,(2)}, \ldots, x_{k,(n)})$ be the vector obtained from $\vec{x}_k$ by arranging its components in non-increasing order. Then IFS problem translates into

$$\begin{align*}
\text{Minimize} & \quad \sum_{k=1}^{K} \left( < \vec{z}_k \cdot \vec{w} > - y_k \right)^2, \\
\text{s.t.} & \quad < \vec{z}_k \cdot \vec{w} > \geq 0, \\
& \quad k = 1, \ldots, K - 1, \\
& \quad \sum w_i = 1, w_i \geq 0.
\end{align*}$$

(6)

For OWA operators, a frequent additional requirement is preservation of a given measure of orness [10, 23], which translates into an additional linear constraint

$$< \vec{a}, \vec{w} > = \alpha,$$

where $a_i = \frac{n-i}{n-1}$, and $0 \leq \alpha \leq 1$ is specified by the user.

### 4.2 Quasi-arithmetic means and generalized OWA

Let $h : [0, 1] \rightarrow [-\infty, \infty]$, be a given continuous strictly monotone function. A quasi-arithmetic mean is the function

$$f(\vec{x}; \vec{w}) = h^{-1} \left( \sum_{i=1}^{n} w_i h(x_i) \right).$$

This class includes geometric, harmonic, quadratic means, power means and many others.

A generalized OWA operator (also called Ordered Weighted Quasi-Arithmetic means (OWQA) in [8]) is the function

$$f(\vec{x}; \vec{w}) = h^{-1} \left( \sum_{i=1}^{n} w_i h(x_i) \right),$$

where $\vec{x} = (x_1, \ldots, x_n)$.

Fitting the weights of quasi-arithmetic means and generalized OWA is done by linearizing inputs and outputs, i.e., solving

$$\begin{align*}
\text{Minimize} & \quad \sum_{k=1}^{K} \left( < h(\vec{x}_k) \cdot \vec{w} > - y_k \right)^2, \\
\text{s.t.} & \quad < h(\vec{x}_{k+1}) - h(\vec{x}_k), \vec{w} > \geq 0, \\
& \quad k = 1, \ldots, K - 1, \\
& \quad \sum w_i = 1, w_i \geq 0,
\end{align*}$$

(7)

where $h(\vec{x}) = (h(x_1), \ldots, h(x_n))$.

### 4.3 Choquet integrals

Let the set $N$ be $N = \{1, 2, \ldots, n\}$. A fuzzy measure is a set function $v : 2^N \rightarrow [0, 1]$ which is monotonic (i.e. $v(S) \leq v(T)$ whenever $S \subseteq T$) and satisfies $v(\emptyset) = 0, v(N) = 1$. The discrete Choquet integral is defined with respect to a fuzzy measure, and can be written as [12]

$$C_v(\vec{x}) = \sum_{i=1}^{n} [x(i) - x(i-1)] v(H_i),$$

(8)

where $x(0) = 0$ by convention, and $H_i = \{(i), \ldots, (n)\}$ is the subset of indices of $n - i + 1$ largest components of $\vec{x}$. Note that here $x(i)$ denotes the $i$-th smallest component of $\vec{x}$. A fuzzy measure has $2^n$ parameters, two of which are fixed: $v(\emptyset) = 0, v(N) = 1$.

Let us represent Choquet integral as a dot product $< \vec{g}(\vec{x}), \vec{v} >$, where $\vec{v} \in [0, 1]^{2^n}$ is the vector of coefficients of the fuzzy measure. It is convenient to use the index $j = 0, \ldots, 2^n - 1$ whose binary representation corresponds to the characteristic vector of the set $J \subseteq N$, $\vec{v} \in \{0, 1\}^n$ defined by $c_{n+i+1} = 1$ if $i \in J$ and 0 otherwise. For example, let $n = 5$ for $j = 101$ (binary), $\vec{v} = (0, 0, 1, 0, 1)$ and $v_j = v(\{1, 3\})$. We shall use letters $K, J$, etc., to denote subsets that correspond to indices $k, j$, etc.

Let us define the basis functions $g_j(\vec{x}) = \max(0, \min\{x_i\} - \max\{x_i\})$, where $J \subseteq N$ whose characteristic vector corresponds to the binary representation of $j$. Then $C_v(\vec{x}) = < \vec{g}(\vec{x}), \vec{v} >$.

Now, identification of the coefficients of the fuzzy measure $v$ becomes a QP,

$$\begin{align*}
\text{Minimize} & \quad \sum_{k=1}^{K} \left( < \vec{g}(\vec{x}_k) \cdot \vec{v} > - y_k \right)^2, \\
\text{s.t.} & \quad < \vec{g}(\vec{x}_{k+1}) - \vec{g}(\vec{x}_k), \vec{v} > \geq 0, \\
& \quad k = 1, \ldots, K - 1, \\
& \quad v_0 = 0, v_{2^n-1} = 1, \\
& \quad v_k - v_j \geq 0 \text{ for all } k, j \text{ such that } J \subseteq K.
\end{align*}$$

(9)

This is a large scale (even for moderate $n$) QP with a sparse matrix of constraints, and there are numerical methods that exploit such a sparse structure [11]. However when using LDA criterion, it becomes an LP problem with a sparse matrix, which can be solved efficiently for a very large number of parameters.

It is well known that for additive fuzzy measures Choquet integrals become arithmetic means, and for symmetric fuzzy measures, they become OWA operators. To reduce the complexity of the problem, Grabisch introduced $k$-additive fuzzy measures [12], in which only combinations of at most $k$ indices allow for interactions of variables. The condition of $k$-additivity is translated into a set of additional linear equality constraints on the coefficients of fuzzy measure, and these are readily included into QP or LP. Furthermore, the same applies to various other indices, such as Shapley index and its generalizations [12].

By applying a non-linear invertible transformation $h$...
to the components of $\vec{x}$, one obtains a generalized Choquet integral \cite{8,22}
\[ C_{vh}(\vec{x}) = h^{-1} \left( \sum_{i=1}^{n} [h(x(i)) - h(x(i-1))] v(H_i) \right). \]
\[ (10) \]

The coefficients of the fuzzy measure can be fitted by linearizing, similarly to the case of quasi-arithmetic means and generalized OWA operators (by applying $h$ to $\vec{x}_k$ and to $y_k$ in (9)).

### 4.4 $\gamma$-operators

We consider a generalized version of $\gamma$-operators by Zimmermann \cite{24,25}, which are called T-S operators in \cite{19}, defined as a linear or log-linear combination of a $t$–norm $T$ and $t$–conorm $S$,
\[ f(\vec{x}) = \gamma T(\vec{x}) + (1 - \gamma) S(\vec{x}), \]
$\gamma \in [0, 1]$, or
\[ f(\vec{x}) = T(\vec{x})^\gamma S(\vec{x})^{1-\gamma}. \]

A more general version is obtained by using an invertible strictly monotone function $h$
\[ f(\vec{x}) = h^{-1} \left( \gamma h(T(\vec{x})) + (1 - \gamma) h(S(\vec{x})) \right). \]

The linear and log-linear combinations are the special cases corresponding to $h = Id$ and $h = \log$.

We consider the general case with an arbitrary strictly monotone function $h$. For a fixed pair of $t$–norm and $t$–conorm, the goal is to identify an unknown parameter $\gamma$ that fits the data best. This is done by using $w_1 = \gamma, w_2 = 1 - \gamma$ and writing
\[ h^{-1}(f(\vec{x})) = h^{-1}(w_1 h(T(\vec{x})) + w_2 h(S(\vec{x}))) = h^{-1}( \vec{g}(\vec{x}), \vec{w} ). \]
\[ \vec{g}(h(T), h(S)), w_1 + w_2 = 1, w_1, w_2 \geq 0, \text{ and noticing that after linearization we obtain a QP problem again.} \]

In this specific case we get
\[ \text{Minimize } \sum_{k=1}^{K} (w_1 h(T(\vec{x})) + w_2 h(S(\vec{x})) - h(y)) \]
\[ \text{s.t. } \begin{align*}
    w_1 h(T(\vec{x})) + w_2 h(S(\vec{x})) &\geq 0, \\
    w_1 + w_2 &\geq 1, \\
    w_1, w_2 &\geq 0.
\end{align*} \]
\[ (11) \]

### 4.5 General aggregation operators

A method of fitting general aggregation operators using tensor-product splines was proposed in \cite{2,3}. This method is based on representing $f$ by means of a linear combination $f(\vec{x}) = \langle \vec{B}(\vec{x}), \vec{c} \rangle$, where functions $\vec{B} = B_1(x_1)B_2(x_2)\ldots B_n(x_n)$ are tensor products of univariate B-splines with respect to each variable \cite{9}. For explicit formulae we refer to \cite{2–4}. For our discussion we only need to note that monotone tensor product splines are linear combinations of some well defined basis functions, and that the conditions of monotonicity translate into a system of linear inequalities on spline coefficients. Thus fitting tensor-product splines to the data involves a QP problem (or LP problem if we use LDA criterion).

Preservation of the ordering of the outputs, as we know, is an additional system of linear inequalities, that does not change the structure of QP or LP, thus the methods presented in \cite{3,4} can be applied with only a minor modification.

### 4.6 Fitting additive generators of $t$–norms/$t$–conorms

A method of fitting continuous Archimedean $t$–norms/$t$–conorms to empirical data was presented in \cite{3–5}. It relies on fitting the additive generators, as pointwise convergence of a sequence of additive generators is equivalence to uniform convergence of the corresponding $t$–norms/$t$–conorms \cite{15,17}. In this method an additive generator is represented via a monotone spline
\[ h(t) = \langle \vec{B}(t), \vec{c} \rangle, \]
where $\vec{B}(t)$ is a vector of B-splines, and $\vec{c}$ is the vector of spline coefficients. The conditions of monotonicity of $h$ are imposed through linear restrictions on spline coefficients, and the additional conditions $h(0) = 1, h(0.5) = 1$ also translate into linear equality constraints.

Since Archimedean $t$–norms satisfy
\[ T(\vec{x}) = h^{-1}(\sum_{i=1}^{n} h(x_i)), \]
\[ (h^{-1}) \text{ denotes pseudoinverse}, \text{ after linearization the least squares criterion translates into} \]
\[ \text{Minimize } \sum_{k=1}^{K} \left( \sum_{i=1}^{n} \langle \vec{B}(x_{ki}), \vec{c} \rangle - \langle \vec{B}(y_k), \vec{c} \rangle \right)^2 \]
\[ \text{s.t. } \begin{align*}
    \sum_{i=1}^{n} &\langle \vec{B}(x_{ki}), \vec{c} \rangle - \langle \vec{B}(y_k), \vec{c} \rangle \geq 0, \\
    \sum_{i=1}^{n} &\langle \vec{B}(x_{ki}), \vec{c} \rangle - \langle \vec{B}(y_k), \vec{c} \rangle \leq 0, \\
    \sum_{i=1}^{n} &\langle \vec{B}(x_{ki}), \vec{c} \rangle - \langle \vec{B}(y_k), \vec{c} \rangle = 0
\end{align*} \]
\[ (12) \]

By rearranging the terms of the sum we get
\[ \text{Minimize } \sum_{k=1}^{K} \left( \left[ \sum_{i=1}^{n} \vec{B}(x_{ki}) - \vec{B}(y_k) \right], \vec{c} \right)^2 \]
\[ \text{s.t. } \begin{align*}
    \left[ \sum_{i=1}^{n} \vec{B}(x_{ki}) - \vec{B}(y_k) \right], \vec{c} \geq 0, \\
    \left[ \sum_{i=1}^{n} \vec{B}(x_{ki}) - \vec{B}(y_k) \right], \vec{c} \leq 0, \\
    \left[ \sum_{i=1}^{n} \vec{B}(x_{ki}) - \vec{B}(y_k) \right], \vec{c} = 0
\end{align*} \]
\[ (13) \]

\[ ^2 \text{The issue of asymptotic behaviour near } t = 0 \text{ for strict Archimedean } t$–norms is solved by using \textquotedblleft well-founded\textquotedblright generators \cite{5,15} \]
Next we add preservation of outputs ordering conditions, to obtain the following QP (note that the sign of inequality has changed because $h$ is decreasing)

$$\text{Minimize} \sum_{k=1}^{K} \left( \sum_{i=1}^{n} \bar{B}(x_{ki}) - \bar{B}(y_k) \right)^2 \quad \text{s.t.} \quad \left| \sum_{i=1}^{n} \left( \sum_{i=1}^{n} \bar{B}(x_{ki}) - \sum_{i=1}^{n} \bar{B}(x_{ki}) \right) \right| \leq 0,$$

linear restrictions on $\vec{c}$. \hspace{1cm} (14)

For $t$-conorms we obtain a similar problem by duality. Furthermore, a very similar procedure works for representable uninorms and nilnorms. An additional issue here is proper dealing with the neutral element annihilator, and its identification from the data. It was resolved in [3–5], and fortunately, preservation of output ordering does not change the structure of those methods either, it only adds $K - 1$ additional linear constraints.

### 5 Balancing ordering and fitting numerical values

In the preceding discussion we specified preservation of the output orderings as hard constraints, enforced at the expense of fitting to the data. Since empirical data has an associated noise, it may be impossible to satisfy all these constraints by using a specified class of aggregation operators. The system of constraints is said to be inconsistent. In this section we discuss modifications of the above mentioned optimization problems, that allow one to soften ordering constraints and balance them against fitting numerical data.

Consider a revised version of Problem (3).

$$\text{Minimize} \sum_{k=1}^{K} \left( \sum_{i=1}^{n} \bar{B}(x_{ki}) - y_k \right)^2 + P \sum_{k=1}^{K-1} \max\{ \sum_{i=1}^{n} \bar{B}(x_{ki}) - \sum_{i=1}^{n} \bar{B}(x_{ki}) \}, \vec{w} >, 0 \}, \text{ other linear conditions on } \vec{w}. \hspace{1cm} (15)$$

Here $P$ is the penalty parameter, for small values of $P$ we emphasize fitting the numerical data, while for large values of $P$ we emphasize preservation of ordering. Of course, the second sum may not be zero at the optimum, which indicates inconsistency of constraints.

Unfortunately, Problem (15) is no longer a quadratic programming problem, it is a nonsmooth but convex optimization problem, and there are efficient numerical methods of its solution, e.g., [1]. However, for LDA criterion, we can preserve the structure of LP, namely we convert Problem (4), by using auxiliary variables $r_k^+, r_k^-$ and $q_k = \max\{ \sum_{i=1}^{n} \bar{B}(x_{ki}) - \sum_{i=1}^{n} \bar{B}(x_{ki}) \}, \vec{w} >, 0 \}$ into

$$\text{Minimize} \sum_{k=1}^{K} r_k^+ + r_k^- + P \sum_{k=1}^{K-1} q_k \hspace{1cm} (16)$$

s.t. $$\sum_{i=1}^{n} \bar{B}(x_{ki}) - \sum_{i=1}^{n} \bar{B}(x_{ki}) - y_k, \quad k = 1, \ldots, K,$$

$$q_k + \sum_{i=1}^{n} \bar{B}(x_{ki}) - \sum_{i=1}^{n} \bar{B}(x_{ki}) \geq 0, \quad k = 1, \ldots, K - 1,$$

$$q_k, r_k^+, r_k^- \geq 0, k = 1, \ldots, K, \quad \text{other linear conditions on } \vec{w}.$$

The special cases we considered in Section 4 allow such an LP formulation, and we note that the dimension of the problem increases only by $K$, which is not excessively large.

### 6 Conclusion

Fitting various families of aggregation operators to empirical data is useful for identifying the most suitable aggregation operator in practical applications. It was argued in [16] that preserving the ordering of the output values is more important than fitting actual numerical values, as human subjects — sources of such data, are more consistent with ordering the alternatives than numerical values. The authors of [16] examined a number of classes of aggregation operators and established that no class of that group preserved the ordering of outputs. However they did not set up a suitable optimization problem which would force fitted aggregation operators to preserve the outputs ordering.

In this contribution we developed a general mathematical programming problem which includes preservation of ordering as hard and soft constraints. In the first case, unless the constraints are inconsistent, our method guarantees that the ordering of the outputs is preserved. In the second case, the ordering requirement is balanced against fitting the numerical values, and a solution that minimizes discrepancy of the orderings is delivered.

We have presented specific problem formulations applicable to several broad and popular classes of aggregation operators, and in all cases kept the structure of the optimization problem, either a quadratic or linear programming problem. The advantage is that standard efficient methods of solution are applied.
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Abstract

The OWA operators gained interest among researchers as they provide a continuum of aggregation operators able to cover the whole range of compensation between the minimum and the maximum. In some circumstances, it is useful to consider a wider range of values, extending below the minimum and over the maximum. ST-OWA are able to surpass the boundaries of variation of ordinary compensatory operators. Their application requires identification of the weighting vector, the t-norm, and the t-conorm. This task can be accomplished by considering both the desired analytical properties and empirical data.
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1 Introduction

The Ordered Weighted Averaging (OWA) operator [19] gained interest among researchers due to its property of providing a parameterized aggregation operation that includes the min, max and arithmetic mean. Due to this ability, OWA operators have been experimented in many problems regarding decision making, information retrieval and information fusion [6,18,20].

An OWA operator is defined as

\[ M_w(a_1, \ldots, a_n) = \sum_{i=1}^{n} w_i a(i) \] (1)

where \( a(1), \ldots, a(n) \) is a non-increasing permutation of arguments \( a_1, \ldots, a_n \), so that \( a(i) \geq a(j) \forall i < j \).

The weighting vector \( w = (w_1, \ldots, w_n) \) provides the parametrization of OWA operators. Weights are such that

\[ w_i \in [0, 1] \] (2)
\[ \sum_{i=1}^{n} w_i = 1 \] (3)

Some notable examples of the weighting vector are:

- \( M_{[1,0,\ldots,0]}(a_1, \ldots, a_n) = \max_{i=1..n} a_i \)
- \( M_{[1/n,\ldots,1/n]}(a_1, \ldots, a_n) = \frac{1}{n} \sum_{i=1}^{n} a_i \)
- \( M_{[0,\ldots,0,1]}(a_1, \ldots, a_n) = \min_{i=1..n} a_i \)

The main property of OWA operators is that they are internal (i.e., compensatory, averaging) operators, as

\[ \min_{i=1..n} a_i \leq M_w(a_1, \ldots, a_n) \leq \max_{i=1..n} a_i \] (4)

for any weighting vector \( w \). This property is useful in many applications as it allows to compensate lower inputs with higher inputs. Nevertheless, in some circumstances it can be limitative because (i) there is an interaction between the arguments, or (ii) some reinforcement of higher and lower scores is required together with their compensation.

To overcome these limitations, the families of T-OWA, S-OWA and ST-OWA have been proposed and investigated. We can rewrite Eq.(1) as

\[ M_{[w]}(a_1, \ldots, a_n) = \sum_{i=1}^{n} w_i \min(a(i), \ldots, a(i)) \] (5)

This suggests that Eq.(1) can be generalized by using a generic t-norm \( T \) [11], as

\[ M_{[w]}(a_1, \ldots, a_n) = \sum_{i=1}^{n} w_i T(a(i), \ldots, a(i)) \] (6)

This is the T-OWA operator introduced in [21]. In this case, the operator is provided with an additional
parameter which is a t-norm $T$. Different t-norms can be used. Usual choices include the minimum (min), the product ($T_P$), the Lukasiewicz t-norm ($T_L$), and the drastic t-norm ($T_D$). Other possibilities entail the use of parametric t-norms, such as Schweizer and Sklar’s t-norms ($T_{SS}^p$) and Yager’s t-norms ($T_Y^p$) [11].

Eq.(1) can also be rewritten as

$$M_{[w]}(a_1, \ldots, a_n) = \sum_{i=1}^n w_i \max(a(i), \ldots, a(n)), \quad (7)$$

which leads to the definition of S-OWA operators [21] as

$$M_{S[w]}(a_1, \ldots, a_n) = \sum_{i=1}^n w_i S(a(i), \ldots, a(n)). \quad (8)$$

The additional parameter is provided by a t-conorm $S$. The usual choices are the maximum (max), the probabilistic sum ($S_P$), the Lukasiewicz t-conorm ($S_L$), and the drastic t-conorm ($S_D$). Also in this case, it is possible to use parametric t-conorms such as Schweizer and Sklar’s t-conorms ($S_{SS}^p$) and the Yager’s t-conorm ($S_Y^p$).

The S-OWA and T-OWA operators extend the range of values provided by the ordinary OWA operators, as depicted in Fig.1.

![Figure 1: Range of values](image)

In particular, the T-OWA extends the range of values below the minimum, whilst the S-OWA extends the range above the maximum. To extend the range in both directions (see Fig.1), the ST-OWA has been defined as [17]

$$M_{ST[w]}(a_1, \ldots, a_n) = \sum_{i=1}^n w_i S((1 - \sigma)T(a(1), \ldots, a(i)) + \sigma S(a(i), \ldots, a(n))). \quad (9)$$

where $\sigma \in [0, 1]$ is the OWA attitudinal character, as described in the following section. In this case, the t-norm $T$ and the t-conorm $S$ provide the two parameters additional to the weighting vector $w$.

An important issue for practical applicability of ST-OWA operators is the identification of parameters, which aims at properly choosing the t-norm, the t-conorm and the weighting vector. This task can be performed by considering both the desired analytical properties and empirical data. In particular, when parametric t-norms are considered, the identification can be translated into an optimization problem aimed at finding the parameter(s) of a t-norm (t-conorm) and the OWA weighting vector that best fit the empirical data. The remainder of this paper is devoted to the solution of this problem. Section 2 provides an overview of the main analytical properties of ST-OWA operators. Section 3 deals with the identification problem. Section 4 describes an example of an application. Section 5 briefly outlines conclusions and future work.

### 2 Properties

Different weighting vectors entail different emphasis to higher and lower input values. This is described by the *attitudinal character*, also known as the *orness measure*, which is a function of weights defined as

$$AC(w) = \sum_{i=1}^n w_i \frac{n-i}{n-1} \in [0, 1]. \quad (10)$$

In particular

$$AC(w) = \begin{cases} 
1 & \text{if } w_1 = 1, w_i \neq 1 = 0, \\
0.5 & \text{if } w_1 = 1/n, \\
0 & \text{if } w_n = 1, w_i \neq n = 0.
\end{cases} \quad (11)$$

The attitudinal character itself can be computed by using OWA operators.

**Proposition 1.**

$$AC(w) = M_{[w]}(1, \frac{n-2}{n-1}, \ldots, \frac{1}{n-1}, 0). \quad (12)$$

As discussed in [21], Prop.1 suggests a way for computing the attitudinal character of T-OWA operators as

$$AC(w, T) = M_{[w]}(1, \frac{n-2}{n-1}, \ldots, \frac{1}{n-1}, 0). \quad (13)$$

In a similar way we can compute the attitudinal character of S-OWA operators as

$$AC(w, S) = M_{[w]}(1, \frac{n-2}{n-1}, \ldots, \frac{1}{n-1}, 0). \quad (14)$$

and for ST-OWA operators, as

$$AC(w, S, T) = M_{ST[w]}(1, \frac{n-2}{n-1}, \ldots, \frac{1}{n-1}, 0). \quad (15)$$

Moreover, for any choice of $T$ and $S$, we get

$$AC(w, S, T) = (1 - \sigma)AC(w, T) + \sigma AC(w, S), \quad (16)$$

where $\sigma = AC(w)$.

T-norms and t-conorms can be compared with respect to the aggregated value they provide.
Definition 1. Given two t-norms $T_1$ and $T_2$, $T_1$ is stronger than $T_2$ iff
\[ T_1(x, y) \geq T_2(x, y) \forall x, y \in [0, 1]. \] (17)
In this case we write $T_1 \succeq T_2$.

It can be easily proven that $T_D \leq T_L \leq T_P \leq \min$. The same definition can be applied to t-conorms as well. In this case, it results in $\max \leq S_P \leq S_L \leq S_D$. There is a kind of symmetry between t-norms and t-conorms, due to the duality. With respect to parametric families of t-norms (t-conorms), we note that the values of the parameter provide a natural ordering for some families (although this is not true in general). For instance, with respect to Yager’s t-norm and t-conorm, defined as
\[ T_Y(v)(x, y) = 1 - \min(1, ((1 - x)^v + (1 - y)^v)^{\frac{1}{v}}), \] (18)
\[ S_Y(v)(x, y) = \min(1, (x^v + y^v)^{\frac{1}{v}}), \] (19)
increasing values of the parameter $v$ entail stronger t-norms (weaker t-conorms). It is obvious that t-conorms are stronger than t-norms.

The order relation between two t-norms (t-conorms), leads to ordering of T-OWA (S-OWA) operators. Indeed

Proposition 2. Given two t-norms (or t-conorms) $R_1$ and $R_2$, such that $R_1 \succeq R_2$, it holds
\[ M_{R_1[w]}(a_1, \ldots, a_n) \geq M_{R_2[w]}(a_1, \ldots, a_n) \] (20)
for any weighting vector $w$, and any arguments $a_1, \ldots, a_n$. Then we write
\[ M_{R_1} \succeq M_{R_2}. \] (21)

For any weighting vector $w$, it holds
\[ M_{T_D} \leq M_{T_L} \leq M_{T_P} \leq M \leq M_{S_P} \leq M_{S_L} \leq M_{S_D}. \] (22)

For any, weighting vector $w$, if $T_1 \leq T_2$ ($S_1 \geq S_2$) then
\[ AC(w, T_1) \leq AC(w, T_2), \]
\[ (AC(w, S_1) \geq AC(w, S_2)). \] (23)

Proposition 3. For any t-norm $T$ and t-conorm $S$,
\[ AC(w, T) \leq AC(w) \leq AC(w, S). \] (24)

An important property of the OWA operators (as well as any aggregation operator), is their monotonicity with respect to arguments.

Proposition 4. Given two vectors of $n$ arguments, $a_1, \ldots, a_n$ and $b_1, \ldots, b_n$, such that $a_i \geq b_i \forall i = 1..n$, it holds
\[ M_{[w]}(a_1, \ldots, a_n) \geq M_{[w]}(b_1, \ldots, b_n) \] (25)
for any weighting vector $w$.

Duality of t-norms and OWA operators can be translated to the ST-OWA setting. Recall that the dual weighting vector $\hat{w}$ is obtained from $w$ using $\hat{w}_i = w_{n-i+1}$. Similarly to ordinary OWA operators, we can easily prove the following proposition.

Proposition 5. Given a pair of weighting vectors $\hat{w}$ and $w$, if $\hat{w}$ is dual to $w$, and $S$ is dual to $T$, then $M_{ST[w]}$ and $M_{ST[\hat{w}]}$ are dual.

Definition 2. Given an aggregation operator $R_w$ which depends on the weighting vector $w$, and given a vector $a \in [0, 1]^n$, its variation range at $a$ is the interval $r(a) = [\inf_w R_w(a), \sup_w R_w(a)]$. The aggregation operator $R_w$ has a greater variation range than $S_w$ if $s(a) < r(a)$ for all $a \in [0, 1]^n$.

If the dual pair is $< \min, \max >$ we get the ST-OWA with the minimal variation range: it corresponds to the case of ordinary OWA operators. If the dual pair is $< T_D, S_D >$, we get the ST-OWA with maximum variation. In the case of a dual pair $< T, S >$, the attitudinal character is
\[ AC(w, S, T) = (1 - \sigma)AC(w, T) + \sigma(1 - AC(\hat{w}, T)) = (1 - \sigma)(1 - AC(\hat{w}, S)) + \sigma AC(\hat{w}, S) \] (26)

In particular,
\[ AC(w, S, T) = \begin{cases} 0, & \sigma = 0 \\ 1/2, & \sigma = 1/2 \\ 1, & \sigma = 1 \end{cases} \] (27)

Example 1. Let us consider $a = [0.9, 0.7, 0.8, 0.9, 0.8]$. The range of variation by varying $\sigma \in [0, 1]$ for an ordinary OWA is
\[ < \min, \max >: [0.700, 0.900] \]

If we choose a different pair $< T, S >$, the range of variation at $a$ becomes
\[ < T_P, S_P >: [0.363, 0.999] \]
\[ < T_L, S_L >: [0.100, 1.000] \]
\[ < T_D, S_D >: [0.000, 1.000] \]

In particular, if we choose $w = [0.25, 0.25, 0.5, 0.0]$, then
\[ \sigma = AC(w) = 0.687 \]
and
\[ AC(w, S_P, T_P) = 0.738 \]
\[ AC(w, S_L, T_L) = 0.718 \]
\[ AC(w, S_D, T_D) = 0.824 \]
3 Operator identification

In this section we consider various instances of the problem of fitting parameters of ST-OWA to empirical data. We assume that there is a set of input-output pairs \( \mathcal{D} = \{ (x_k, y_k) \}, k = 1, \ldots, K \), with \( x_k \in [0, 1]^n \), \( y_k \in [0, 1] \) and \( n \) is fixed. Our goal is to determine parameters \( S, T, w \) which fit the data best.

3.1 Identification with fixed \( S \) and \( T \)

In this instance of the problem we assume that both \( S \) and \( T \) have been specified. The issue is to determine the vector \( w \). For S-OWA and T-OWA, fitting the data in the least squares sense involves a solution to a quadratic programming problem (QP)

\[
\begin{align*}
\text{Minimize} & \quad \sum_{i=1}^{n} w_i S(x_{(i)k}, \ldots, x_{(n)k}) - y_k^2 \\
\text{s.t.} & \quad \sum_{i=1}^{n} w_i = 1, w_i \geq 0,
\end{align*}
\]

and similarly for the case of T-OWA. We note that the values of \( S \) at any \( x_k \) are fixed (do not depend on \( w \)). This problem is very similar to that of calculating the weights of standard OWA operators from data [2, 4, 7, 16], but involves a fixed function \( S(x_{(i)k}, \ldots, x_{(n)k}) \) rather than just \( x_{(i)k} \).

If an additional requirement is to have a specified value of \( AC(w, S) \) and \( AC(w, T) \), then it becomes just an additional linear constraint, which does not change the structure of QP problem (28).

Next, consider fitting ST-OWA. Here, for a fixed value of \( AC(w) = \sigma \), we have the QP problem

\[
\begin{align*}
\text{Minimize} & \quad \sum_{i=1}^{n} w_i ST(x_k, \sigma) - y_k^2 \\
\text{s.t.} & \quad \sum_{i=1}^{n} w_i = 1, w_i \geq 0, \\
& \quad AC(w) = \sigma,
\end{align*}
\]

where

\[ ST(x, \sigma) = (1 - \sigma) T(x_{(1)}, \ldots, x_{(i)}) + \sigma S(x_{(1)}, \ldots, x_{(n)}). \]

However \( \sigma \) may not be specified, and hence has to be also found from the data. In this case, we present a bi-level optimization problem, in which at the outer level nonlinear (possibly global) optimization is performed with respect to parameter \( \sigma \), and at the inner level the problem (29) with a fixed \( \sigma \).

\[
\begin{align*}
\text{Minimize} & \quad \sigma \in [0, 1] \quad [F(\sigma)],
\end{align*}
\]

where \( F(\sigma) \) denotes the solution to (29).

We note that the inner quadratic problem (29) has a unique global minimum, which is easily found by using standard numerical methods, see [8, 12]. If a global optimization method is applied to the outer problem with respect to \( \sigma \), then the globally optimal solution to (30) with respect to both \( \sigma \) and \( w \) will be obtained. Numerical solution to the outer problem with just one variable can be performed by a number of methods, including grid search, multistart local search, or Pijavski-Shubert method [9, 13].

3.2 Identification of T-OWA and S-OWA

Consider now the problem of fitting parameters of the parametric families of participating t-norm and t-conorm, simultaneously with \( w \) and \( \sigma \). With start with S-OWA, and assume a suitable family of t-norms \( T \) has been chosen, e.g., Yager t-conorms \( S_T(v) \) parameterized with \( v \). We will rely on efficient solution to problem (28) with a fixed \( S \) (i.e., fixed \( v \)). We set up a bi-level optimization problem

\[
\begin{align*}
\text{Minimize} & \quad v \in [0, \infty] \quad [F_1(v)],
\end{align*}
\]

where \( F_1(v) \) denotes solution to (28).

The outer problem is nonlinear, possibly global optimization problem, but because it has only one variable, its solution is relatively simple. We recommend Pijavski-Shubert deterministic method [13]. Identification of \( T \) is performed analogously.

The advantage of using bi-level optimization is that the nonlinear parameter \( v \) is separated from the vector of weights, which is found by solving a standard QP. Hence for the nonlinear problem we have just one variable, and for multivariate problem with respect to \( w \) we have a special structure, accommodated by efficient QP algorithms. Since the inner QP problem is convex, it has a unique global minimum, and the whole problem with respect to all parameters is solved to global optimality.

Next consider fitting ST-OWA operators. Here we have three parameters: the two parameters of the participating t-norm and t-conorm, which we will denote by \( v_1, v_2 \), and \( \sigma \) as in Problem (29). Of course, \( T \) and \( S \) may be chosen as dual to each other, in which case we have to fit only one parameter \( v = v_1 = v_2 \). To use the special structure of the problem with respect to \( w \) we again set up a bi-level optimization problem analogously to (30).

\[
\begin{align*}
\text{Minimize} & \quad \sigma \in [0, 1], v_1, v_2 \geq 0 \quad [F(\sigma, v_1, v_2)],
\end{align*}
\]

where \( F(\sigma, v_1, v_2) \) is the solution to QP problem.
Minimize \[ \sum_{k=1}^{K} \left( \sum_{i=1}^{n} w_i ST(x_k, \sigma, v_1, v_2) - y_k \right)^2 \] (32) 

\[ \text{s.t.} \quad \sum_{i=1}^{n} w_i = 1, w_i \geq 0, \quad AC(w) = \sigma, \]

and

\[ ST(x, \sigma, v_1, v_2) = (1 - \sigma) T_Y(v_1)(x(i_1), \ldots, x(i_1)) + \sigma S_Y(v_2)(x(i_1), \ldots, x(i_n)). \]

Solution to the outer problem is complicated because of the possibility of numerous local minima. One has to rely on methods of multivariate global optimization [9, 14]. One such (deterministic) method is the Cutting Angle Method (CAM) developed in [1, 3, 15]. It allows one to solve efficiently global optimization problems in up to 10 variables.

3.3 Least absolute deviation problem

Besides the least squares approach, fitting to the data can be performed by using the Least Absolute Deviation (LDA) criterion [5], by replacing the sum of squares in (28) and (29) with the sum of absolute values. It is argued that the LDA criterion is less sensitive to outliers.

In this case the optimization problems are converted to linear programming (LP) problems by introducing auxiliary non-negative variables \( r_k^+ \), \( r_k^- \), such that

\[ r_k^+ - r_k^- = \sum_{i=1}^{n} w_i ST(x_k, \sigma) - y_k, \]

and

\[ r_k^+ + r_k^- = \left| \sum_{i=1}^{n} w_i ST(x_k, \sigma) - y_k \right|. \]

This conversion is well known, see [5]. The counterparts of problems (28) and (29) become LP problems, which are easily solved by the simplex method. The outer nonlinear optimization problems do not change.

3.4 Preservation of ordering of the outputs

In [10] it was argued that fitting the numerical outputs is not as important as preserving the ordering of the outputs. The empirical data usually comes from human subjective evaluation, and people do not reliably express their preference on a numerical scale. In contrast, people are very good at ranking the alternatives. Therefore, the authors of [10] argued that fitting methods should aim at preserving the order of empirical output values. They showed that various methods of fitting the numerical values do not preserve this ordering.

Without loss of generality, we assume that the outputs are ordered as \( y_1 \leq y_2 \leq \ldots \leq y_K \). The condition for order preservation is

\[ M_{ST[w]}(x_k) \leq M_{ST[w]}(x_{k+1}), \text{ for all } k = 1, \ldots, K - 1. \] (33)

Because \( M_{ST[w]} \) depends on \( w \) linearly for a fixed \( \sigma \), (33) is a system of linear inequalities, which does not change the structure of the QP or LP problems.

For example, problem (28) will have additional \( K - 1 \) linear constraints for \( k = 1, \ldots, K - 1 \):

\[ \sum_{i=1}^{n} w_i \left( S(x(i)k+1, \ldots, x(n)k+1) - S(x(i)k, \ldots, x(n)k) \right) \geq 0. \]

Problem (29) will have the constraints

\[ \sum_{i=1}^{n} w_i \left( ST(x_{k+1}, \sigma) - ST(x_k, \sigma) \right) \geq 0. \]

4 Numerical experiments and examples

As a first step of testing the correctness and suitability of the mentioned algorithms for determination of ST-OWA parameters, we have generated random data \( x_k, k = 1, \ldots, 20 \) and the values of \( y_k \), computed by a model S-, T- and ST-OWA aggregation operators in 3-5 variables (i.e., with fixed weights and fixed participating \( t \)-norm and \( t \)-conorm from Yager, Hamacher and Frank families). Then we used these data to calculate:

- The weighting vector \( w \) of S-, T- and ST-OWA operators with known parameter(s) \( v \) \((v_1, v_2)\).
- The weighting vector and the unknown parameter \( v \) of S- and T-OWA operators.
- The weighting vector and the unknown parameter \( v \) of S- and T-OWA operators with a given attitudinal character.
- The weighting vector and the unknown parameters \( v_1, v_2 \) of ST-OWA operators with a given attitudinal character \( \sigma \).
- The weighting vector and the unknown parameters \( v_1, v_2 \) and \( \sigma \) of ST-OWA operators.

In the test cases we also included the limiting cases of ST-OWA being a pure \( t \)-norm, \( t \)-conorm or OWA. All our experiments were successful, the correct values of the parameters used in the models used to simulate the data have been found. The computing time for S-, T-
and ST-OWA operators with given \( v \) \((v_1, v_2)\) was below 1 sec (Pentium IV 2 GHz workstation), and when parameters \( v, v_1, \ldots \) generalized means gave close results. This shows the potential of ST-OWA operators in fitting experimental data.

The algorithm robustness is provided by the non-sensitivity of precision to structural attributes, such as the number of criteria \( n \) or by the number of input values \( K \). Indeed, the non-sensitivity of precision to the number of criteria \( n \), guarantees the algorithm to be able to converge also with a growing dimension of the input space. In order to verify this hypothesis we considered, for each \( n = 3, 10, 20 \) random samples, each made of 20 \( n \)-ples of input value; the input values were aggregated assuming random value of the weighting vector and \( t \)-norm/\( t \)-conorm parameters. For each sample we collected the RMSE and coefficients between the observed and calculated values. ANOVA procedure showed the null hypothesis (i.e. \( H_0 = \) there at least two samples whose RMSE, or correlation coefficient, are statistically different) can be rejected \((p < 0.01)\). This resulted for \( T \)-, \( S \)- and ST-OWA with respect to Frank, Hamacher and Yager norms. Similarly, we assumed \( n = 3 \) and for \( K = 10, 20, \ldots , 100 \) we considered 20 random samples. Again, ANOVA procedure showed that RMSE and correlation coefficients are not statistically different \((p < 0.01)\).

An interesting property that emerged from experimentation was the ability of the algorithm to compensate noise, as depicted by Table 1.

<table>
<thead>
<tr>
<th>Run</th>
<th>Noise RMSE</th>
<th>Approx. RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.05312</td>
<td>0.00955</td>
</tr>
<tr>
<td>2</td>
<td>0.06228</td>
<td>0.01205</td>
</tr>
<tr>
<td>3</td>
<td>0.05512</td>
<td>0.00996</td>
</tr>
<tr>
<td>4</td>
<td>0.06213</td>
<td>0.01160</td>
</tr>
<tr>
<td>5</td>
<td>0.05315</td>
<td>0.00979</td>
</tr>
<tr>
<td>6</td>
<td>0.04991</td>
<td>0.01285</td>
</tr>
<tr>
<td>7</td>
<td>0.06202</td>
<td>0.01091</td>
</tr>
<tr>
<td>8</td>
<td>0.05437</td>
<td>0.01123</td>
</tr>
<tr>
<td>9</td>
<td>0.05621</td>
<td>0.01176</td>
</tr>
<tr>
<td>10</td>
<td>0.05947</td>
<td>0.01227</td>
</tr>
</tbody>
</table>

Table 1: Noise compensation

For this test we assumed \( n = 3 \) and \( K = 20 \). For each input 3-ple we computed the aggregated value using the Hamacher \( t \)-norm, given the weighting vector and the \( t \)-norm parameter. Then, we added to the aggregated value uniformly distributed errors in the range \([-0.1, 0.1]\). The resulted value was given to the algorithm in order to identify the ST-OWA operator best fitting the data. Table 1 shows the result on this experimentation on a sample of 10 runs. In column 2 we report the RMSE affecting the expected values, while in column 3 the RMSE between the expected and observed values. We can note that the two series are statistically different (the Wilcoxon matched-pairs signed-ranks test on 50 runs confirmed this hypothesis). Therefore, the algorithm behaves in such a way as to identify parameters that are different from the original ones, but that provides an ST-OWA operator able to better approximate the expected values. Similar conclusions can be obtained for \( S \)- and T-OWA operators, and for Yager and Frank \( t \)-norms.

Next we took the actual experimental data (two data sets of 20 data) from [22, 23] (also replicated in [10]). For both data sets, the root mean square error of approximation were \( RMSE_1 = 0.0148 \) and \( RMSE_2 = 0.0105 \), which compares favorably with the fitted standard OWA \((RMSE_1 = 0.015, RMSE_2 = 0.011)\) and Zimmermann’s \( \gamma \) operators \((RMSE_1 = 0.0151, \ RMSE_2 = 0.0105)\). The correlation coefficients (between the observed and calculated values) has also been higher \((Corr_1 = 0.985, Corr_2 = 0.974)\). While the gain in numerical accuracy is not very impressive, we note that for the two data sets, we used different participating \( t \)-norm and \( t \)-conorm in \( \gamma \)-operators (max/min and \( T_P/S_P \), by trial and error process) and reported the best result, while for ST-OWA operators the parameters were found automatically. We also note that both data sets have only two inputs.

Finally, we used three empirical data sets with 4 inputs, collected by the second author, described as follows. A group of students \((K = 41)\) was asked to provide their numerical evaluation of the quality of three objects: public broadcast TV programs, University and town they live in. First they provided an overall score \((y)\) and then scores with respect to four criteria \((x_1, \ldots , x_4)\), namely, quality of programs, advertisement pressure, sports, news (for TV); curriculum, potential for personal growth, quality of labs, other services (University); public events, criminality, cleanliness and services to young people (town). There were no missing data. There were clear outliers \((e.g., \text{respondent } #14 \text{ has provided scores like } x = (23, 25, 23, 10), y = 85\text{ despite the overall averaging tendency for the group}), \) however outliers were not removed for the analysis.

For the three data sets we obtained \( RMSE_1 = 0.022, RMSE_2 = 0.018 \) and \( RMSE_3 = 0.021 \), with correlation between computed and observed values 0.76, 0.82, 0.79 respectively. These values were the best we obtained among OWA, \( \gamma \)-operators (using min/max and \( T_P/S_P \)), various families of \( t \)-norms, uninorms, generalized means and Choquet integrals, although weighted generalized means gave close results. This shows the potential of ST-OWA operators in fitting experimental data.
Calculations were performed using the AOTool software available from http://www.deakin.edu.au/~gleb/aotool.html.

5 Conclusions and future work

We have studied the problem of identification of ST-OWA aggregation operators from empirical data. ST-OWA provide a broader range of behavior, from conjunctive via averaging to disjunctive, within one class of aggregation operators, parameterized with $T$, $S$ and weighting vector $w$. They are useful in the situations where it is unknown a priori which type of behavior is consistent with the data.

We have presented several mathematical programming formulations of the problem of identifying ST-OWA parameters from empirical data. An interesting feature of these problems is that they are set as nonlinear optimization problems with respect to just one or three parameters, with the vector of weights identified by standard quadratic or linear programming methods. This, of course, greatly reduces computational costs.

Our future line of research is to replace OWA with more general Choquet integral type construction, as well as to consider generalized OWA and nonparametric families of continuous $t$-norms.
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Abstract

The aim of the contribution is the discussion of some types and classes of means on ordinal scales, especially kernel and shift invariant ordinal means, weighted ordinal means based on weighted divisible t–conorms (t–norms) and dissimilarity based ordinal means. Moreover, several types of ordinal arithmetic means are introduced.
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1 Introduction

Typical means on the cardinal scale [0, 1] are the arithmetic mean $M$ and several of its generalizations, such as quasi–arithmetic means, weighted arithmetic means, weighted quasi–arithmetic means, OWA operators, weighted ordered quasi–arithmetic means. Recall that OWA operators can be viewed as weighted arithmetic means applied not directly to given input values, but to the ordered ones. Weighted ordered quasi–arithmetic means are defined in a similar way. Moreover, the class of weighted quasi–arithmetic means contains $M$, and also quasi–arithmetic and weighted arithmetic means.

All till now mentioned means are characterized by weights of single inputs (possibly reordered) and by a transformation function (generator). Several other types of means on [0, 1] are characterized by certain special properties. For example, kernel aggregation operators are means with Chebyshev norm equal to 1 [4, 14, 15]. Shift invariant aggregation operators are means commuting with (acceptable) shifts [24, 29]. Comonotone additivity is the property characterizing means related to the Choquet integral, while max–and min–homogenity characterize the Sugeno integral–based means [6, 28].

In [3] Calvo and Mesiar introduced weighted (continuous) t–conorms, and their class of aggregation functions also covers all weighted quasi–arithmetic means for which 0 is not an annihilator. Observe that by duality weighted (continuous) t–norms can be introduced, covering all weighted quasi–arithmetic means for which the element 1 is not an annihilator, and thus the union of both these classes contains all quasi–arithmetic means.

Ordinal scales become more and more important, especially because of the “computerization” of several branches of human thinking [8, 22, 10, 19, 23]. Thus, practical applications of fuzzy logic are limited to a finite number of truth values. Firstly, technical implementations allow us to work only with a finite (though very large) number of values. Secondly, when representing vagueness, it is usually meaningless to distinguish a high number of truth values; only a small number suffices. Also note that the reasoning with linguistic truth degrees reduces, from a mathematical point of view, to processing on a fixed discrete ordinal scale related to the number of different truth degrees involved.

The aim of this contribution is the discussion of some types and classes of means on ordinal scales (ordinal means, for short). The paper is organized as follows. In the next section kernel and shift invariant ordinal means are defined and some of their properties are studied. In Section 3, the notions of weighted divisible t–conorms and t–norms on the discrete scale are introduced and next exploited for defining the lower and upper ordinal arithmetic (weighted arithmetic) means. Section 4 is devoted to the dissimilarity based ordinal means. Finally, in Conclusion a generalization of the results obtained in Sections 3 and 4 for arithmetic ordinal means is proposed.
2 Kernel and shift invariant ordinal means

Each finite scale with \( m + 1 \) elements can be represented by the scale \( L_m = \{0, 1, \ldots, m\} \).

**Definition 1** Let \( n \in \mathbb{N} \). A non-decreasing mapping \( A : L^m_n \rightarrow L_m \) is called an \( n \)-ary ordinal mean whenever

\[
\min(x_1, \ldots, x_n) \leq A(x_1, \ldots, x_n) \leq \max(x_1, \ldots, x_n)
\]

for all \((x_1, \ldots, x_n) \in L^m_n\). An ordinal mean is a mapping \( A : \bigcup_{n \in \mathbb{N}} L^m_n \rightarrow L_m \) such that \( A_{L^m_n} \) is an \( n \)-ary ordinal mean for each \( n \in \mathbb{N} \).

Note that due to the monotonicity of ordinal means, the boundary condition (1) can be replaced by idempotency:

\[
A(x, \ldots, x) = x \quad \text{for all } x \in L_m.
\]

**Definition 2** An \( n \)-ary ordinal mean \( A : L^m_n \rightarrow L_m \) is an \( n \)-ary kernel ordinal mean if for all \((x_1, \ldots, x_n), (y_1, \ldots, y_n) \in L^m_n\)

\[
|A(x_1, \ldots, x_n) - A(y_1, \ldots, y_n)| \leq \max(|x_1 - y_1|, \ldots, |x_n - y_n|).
\]

A mapping \( A : \bigcup_{n \in \mathbb{N}} L^m_n \rightarrow L_m \) is a kernel ordinal mean if \( A_{L^m_n} \) is an \( n \)-ary kernel ordinal mean for each \( n \in \mathbb{N} \).

**Definition 3** An \( n \)-ary ordinal mean \( A : L^m_n \rightarrow L_m \) is a shift invariant \( n \)-ary ordinal mean if

\[
A(x_1 + a, \ldots, x_n + a) = a + A(x_1, \ldots, x_n)
\]

for each \( a \in \{1, \ldots, m\} \) and all \( x_1, \ldots, x_n \in \{0, 1, \ldots, m - a\} \). A mapping \( A : \bigcup_{n \in \mathbb{N}} L^m_n \rightarrow L_m \) is a shift invariant ordinal mean if \( A_{L^m_n} \) is a shift invariant \( n \)-ary ordinal mean for each \( n \in \mathbb{N} \).

For \( n \)-ary means shift invariance is equivalent to the requirement \( A(x_1 + 1, \ldots, x_n + 1) = 1 + A(x_1, \ldots, x_n) \) for all \((x_1, \ldots, x_n) \in (L_m \setminus \{m\})^n\).

Following the ideas of the corresponding result for kernel aggregation operators in [4], it can be shown that an ordinal mean \( A \) is a kernel ordinal mean if and only if it is sub-shift invariant, i.e.,

\[
A(x_1, \ldots, x_n + 1) \leq A(x_1, \ldots, x_n)
\]

for all \((x_1, \ldots, x_n) \in (L_m \setminus \{m\})^n\).

In decision making an important and desirable property of aggregation operators is their joint strict monotonicity which in the case of ordinal means can be characterized by the inequality

\[
A(x_1, \ldots, x_n) < A(x_1 + 1, \ldots, x_n + 1)
\]

for all \((x_1, \ldots, x_n) \in (L_m \setminus \{m\})^n\) and for each \( n \in \mathbb{N} \).

Note that for each shift invariant ordinal mean \( A : L^m_n \rightarrow L_m \), for each \((x_1, \ldots, x_n) \in L^m_n\) it holds

\[
A(x_1, \ldots, x_n) = a + A(x_1 - a, \ldots, x_n - a),
\]

where \( a = \min(x_1, \ldots, x_n) \). Thus to know \( A \) it is enough to know its values at points \((x_1, \ldots, x_n) \in L^m_n\) such that \( 0 \in \{x_1, \ldots, x_n\} \), i.e., \((x_1, \ldots, x_n) \in L^m_n \setminus \{L_m \setminus \{0\}\}^n = L^m_{m,0} \). Vice-versa, each non-decreasing mapping \( B : L^m_{m,0} \rightarrow L_m \) bounded from above by the max-operator can be extended to a shift invariant mapping \( A_B : L^m_n \rightarrow L_m \) defined by

\[
A_B(x_1, \ldots, x_n) = a + B(x_1 - a, \ldots, x_n - a),
\]

where \( a = \min\{x_1, \ldots, x_n\} \). Unfortunately, \( A_B \) need not be monotone, thus not a mean. Based on the results from [24, 29] and their proofs, we can derive the next representation.

**Proposition 1** A mapping \( A_B : L^m_n \rightarrow L_m \) given by (7) is a shift invariant ordinal mean if and only if \( B \) possesses the zero-kernel property

\[
|B(x_1, \ldots, x_n) - B(y_1, \ldots, y_n)| \leq \max(|x_1 - y_1|, \ldots, |x_n - y_n|)
\]

for all \((x_1, \ldots, x_n), (y_1, \ldots, y_n) \in L^m_{m,0}\) such that \( x_i = y_i = 0 \) for some \( i \in \{1, \ldots, n\} \).

It is evident that each jointly strictly monotone ordinal mapping \( A : L^m_n \rightarrow L_m \) which is non-decreasing, is an \( n \)-ary ordinal mean. Mordelová and Muel proved [27] that each binary jointly strictly monotone kernel ordinal mean is exactly a shift invariant ordinal mean. This result can easily be extended for arbitrary \( n \in \mathbb{N} \).

**Proposition 2** Let \( n \in \mathbb{N} \). For a mapping \( A : L^m_n \rightarrow L_m \) the following claims are equivalent

(i) \( A \) is an \( n \)-ary shift invariant ordinal mean.

(ii) \( A \) is an \( n \)-ary jointly strictly monotone kernel ordinal mean.

**Proof.** In the light of Proposition 1, the proof that (i) \( \Rightarrow \) (ii) is trivial. Conversely, suppose that \( A \) is an \( n \)-ary jointly strictly monotone kernel ordinal mean. Due to the kernel property of \( A \), for each \((x_1, \ldots, x_n) \in (L_m \setminus \{m\})^n \) it holds \( A(x_1 + \ldots + m) = \ldots + \)
1, . . . , x_n + 1) − A(x_1, . . . , x_n) ∈ \{0, 1\}. The joint strictly monotonicity of A ensures A(x_1 + 1, . . . , x_n + 1) − A(x_1, . . . , x_n) > 0, and thus A(x_1 + 1, . . . , x_n + 1) − A(x_1, . . . , x_n) = 1, which implies the shift invariance of A.

3 Weighted ordinal means

In this section we will present ordinal means corresponding to weighted (quasi-)arithmetic means, OWA-operators and weighted ordered quasi-arithmetic means. They are based on the original ideas of Godo and Torra [7] exploiting ordinal divisible t–conorms (t–norms) on L_m which were modified in [17] in such a way that the procedure always results in an ordinal mean. We introduce the formula for weighted ordinal means in an equivalent form based on the special representation of divisible ordinal t–conorms.

Recall that continuous t–conorms on the scale [0, 1] were characterized as follows (for more details we refer to [1, 30, 18, 12]).

**Proposition 3** A function S : [0, 1]^2 → [0, 1] is a continuous t–conorm if and only if, there is a finite or countably infinite set K, a family (|a_k, b_k|)_{k∈K} of non–empty, pairwise disjoint open subintervals of [0, 1], and a family (g_k)_{k∈K}, g_k : [a_k, b_k] → [0, ∞], of continuous, strictly increasing functions with g_k(a_k) = 0, for each k ∈ K, such that

\[
S(x, y) = \begin{cases} 
  g_k^{-1}(g_k(x) + g_k(y)) & \text{if } (x, y) \in [a_k, b_k]^2, \\
  \max\{x, y\} & \text{otherwise,}
\end{cases}
\]

where g_k^{-1} : [0, ∞] → [a_k, b_k] is the pseudo–inverse of g_k, see [13], given by

\[
g_k^{-1}(x) = \sup\{z \in [a_k, b_k] | g_k(z) \leq x\}.
\]

The notion of weighted continuous t–conorms on [0, 1] was introduced in [3].

**Definition 4** Let S : [0, 1]^2 → [0, 1] be a continuous t–conorm given by (8), and let w = (w_1, . . . , w_n) ∈ [0, 1]^n be a normal weighting vector, i.e., with weights satisfying the property \(\sum_{i=1}^{n} w_i = 1\). The weighted t–conorm S_w : [0, 1]^n → [0, 1] is given by

\[
S_w(x_1, . . . , x_n) = \begin{cases} 
  g_k^{-1}\left(\sum_{i=1}^{n} w_i g_k(\max\{a_k, x_i\})\right) & \text{if } \max\{x_i | w_i > 0\} \in [a_k, b_k], \\
  \max\{x_i | w_i > 0\} & \text{otherwise.}
\end{cases}
\]

Example 1

(i) Let S_L : [0, 1]^2 → [0, 1] be the Łukasiewicz t–conorm, S_L(x, y) = \min\{x + y, 1\}, i.e., K = \{1\}, a_1 = 0, b_1 = 1, g_1 : [0, 1] → [0, ∞] is given by g_1(x) = x. Then for the uniform weighting vector w_u = (\frac{1}{n}, . . . , \frac{1}{n}) we have (S_L)_{w_u}(x_1, . . . , x_n) = \frac{1}{n} \sum_{i=1}^{n} x_i, i.e., (S_L)_{w_u} = M is the arithmetic mean.

For a general normal weighting vector w = (w_1, . . . , w_n), i.e., w ∈ [0, 1]^n, \(\sum_{i=1}^{n} w_i = 1\), (S_L)_{w}(x_1, . . . , x_n) = \sum_{i=1}^{n} w_i x_i, i.e., (S_L)_{w} is a weighted arithmetic mean. Note that each weighted arithmetic mean W can be represented in this way.

(ii) Let S : [0, 1]^2 → [0, 1] be a continuous Archimedean t–conorm, i.e.,

\[
S(x, y) = g^{-1}(\min\{g(1), g(x) + g(y)\})
\]

for some strictly increasing continuous function g : [0, 1] → [0, ∞] with g(0) = 0. Then for any normal weighting vector w,

\[
S_w(x_1, . . . , x_n) = g^{-1}\left(\sum_{i=1}^{n} w_i g(x_i)\right),
\]

which means that S_w is a weighted quasi–arithmetic mean. It has annihilator 1 whenever g(1) = ∞ (i.e., when S is a strict t–conorm) and each weight w_i is positive. For w = w_u, S_{w_u} is a quasi–arithmetic mean.

Weighted continuous t–norms T_w are defined in a similar way as weighted t–conorms.

Observe that each t–conorm on L_m is continuous. However, the property equivalent to the continuity of t–conorms on [0, 1] is the divisibility, see, e.g., [11], and thus in the framework of discrete t–conorms we will deal with their divisibility [8, 23]. Divisible t–conorms on L_m were characterized in [21]:

**Proposition 4** A function S : L^2_m → L_m is a divisible t–conorm on L_m if and only if, there is a set \{b_0, . . . , b_j\} ⊂ L_m, b_0 = 0 < b_1 < . . . < b_j = m such
Divisible t-norms on $L_m$ are in a one-to-one correspondence with divisible t-conorms on $L_m$ throughout Frančková’s functional equation

$$T(x, y) + S(x, y) = x + y.$$  

Each divisible t-conorm $S$ on $L_m$ given by (10) can also be represented in form (9), putting $a_k = b_k - 1$ and $g_k : [a_k, a_k + 1, \ldots, b_k] \rightarrow [0, \infty]$ given by $g_k(x) = x - a_k$, and the pseudo-inverse $g_k^{-1} : [0, \infty] \rightarrow [a_k, \ldots, b_k]$ given by

$$g_k^{-1}(x) = \sup \{ z \in [a_k, \ldots, b_k] \mid g_k(z) \leq x \}.$$ 

Now, to define a divisible weighted t-conorm $S_w$ on $L_m$, we can formally repeat Definition 4.

**Definition 5** Let $w \in [0, 1]^n$ be a normal weighting vector and let $S : L_m^2 \rightarrow L_m$ be a divisible t-conorm. The weighted divisible t-conorm $S_w : L_m^n \rightarrow L_m$ is given by

$$S_w(x_1, \ldots, x_n) = \begin{cases} g_k^{-1}(w_i \max \{x_i, b_{k-1}\}) & \text{if } \max\{x_i \mid w_i > 0\} \in [b_{k-1}, b_k], \\ 0 & \text{otherwise.} \end{cases}$$  \hfill (12)

From equation (11) we can introduce weighted divisible t-norms on $L_m$, by

$$T_w(x_1, \ldots, x_n) = \begin{cases} \inf \{ z \in [b_{k-1}, \ldots, b_k] \mid z \geq \frac{1}{w_i} \min \{x_i, b_k\} \} \\ \text{if } \min\{x_i \mid w_i > 0\} \in [b_{k-1}, b_k], \\ 1 & \text{otherwise.} \end{cases}$$  \hfill (13)

The only divisible Archimedean t-conorm on $L_m$ is the Łukasiewicz t-conorm, given by $S_L(x, y) = \min\{x + y, m\}$, and the corresponding weighted t-conorm for the uniform weighting vector $w_u$, $(S_L)_{w_u} : L_m^n \rightarrow L_m$, given by

$$(S_L)_{w_u}(x_1, \ldots, x_n) = \sup \left\{ z \in L_m \mid z \leq \frac{1}{n} \sum_{i=1}^n x_i \right\} = \lfloor M(x_1, \ldots, x_n) \rfloor,$$ can be understood as the lower arithmetic mean on $L_m$ (and denoted by $M_L$). Here, $\lfloor x \rfloor : \mathbb{R} \rightarrow \mathbb{Z}$ is the floor of a real $x$ and $M$ is the standard arithmetic mean on $\mathbb{R}$.

Similarly, $(T_L)_{w} : L_m^n \rightarrow L_m$, defines the upper arithmetic mean on $L_m$,

$$(T_L)_{w}(x_1, \ldots, x_n) = \inf \left\{ z \in L_m \mid z \geq \frac{1}{n} \sum_{i=1}^n x_i \right\} = \lceil M(x_1, \ldots, x_n) \rceil$$

(it will be denoted by $M_U$), where $\lceil \cdot \rceil : \mathbb{R} \rightarrow \mathbb{Z}$ is the ceiling of a real $x$.

The lower weighted arithmetic means on $L_m$ can be introduced as $(S_L)_w$, while the upper ones as $(T_L)_w$,

$$(S_L)_w(x_1, \ldots, x_n) = \lceil W(x_1, \ldots, x_n) \rceil,$$  \hfill (14)

$$(T_L)_w(x_1, \ldots, x_n) = \lfloor W(x_1, \ldots, x_n) \rfloor.$$  \hfill (15)

Obviously, lower and upper ordinal OWA operators on $L_m$ can be introduced by

$$(OWA)_* = \lfloor OWA \rfloor \text{ and } (OWA)_* = \lceil OWA \rceil.$$  

Observe that formula (12) can also be written in the form

$$\lfloor W(\max\{x_1, b_{k-1}\}, \ldots, \max\{x_n, b_{k-1}\}) \rfloor,$$ whenever $\max\{x_i \mid w_i > 0\} \in [b_{k-1}, b_k]$.

Formulae (12) and (13) present ordinal forms of weighted divisible t-conorms and t-norms. The fact that there is a unique divisible Archimedean t-conorm (t-norm) on $L_m$, namely $S_L$ (T_L), excludes the possibility of introducing proper quasi-arithmetic (weighted quasi-arithmetic) means on $L_m$ using the above approach.

If we consider a general weighting vector $v = (v_1, \ldots, v_n) \in [0, \infty]^n$, $\sum_{i=1}^n v_i > 0$, we first normalize it, $w = \frac{v}{\sum_{i=1}^n v_i}$, and then we put $S_v = S_w (T_v = T_w)$.

### 4 Dissimilarity based ordinal means

Dissimilarity based means on real intervals were introduced and studied in [25], compare also [5]. Here we adopt one of the approaches discussed in the cited papers to the ordinal scales $L_m$. 

Definition 6 Let \( K : \mathbb{R} \to \mathbb{R} \) be a convex function with unique minimum \( K(0) = 0 \) and let \( f : L_m \to \mathbb{R} \) be a strictly monotone function. The function \( D_{K,f} : L_m^2 \to \mathbb{R} \) given by
\[
D_{K,f}(i,j) = K(f(i) - f(j))
\]
is called a dissimilarity function.

To define a symmetric ordinal mean exploiting a dissimilarity function \( D_{K,f} \), one first needs to define a “middle point” of any interval \( \{i, i+1, \ldots, j\} \), \( 0 \leq i \leq j \leq m \). Though there are several consistent possibilities, we will deal with two approaches only, namely, with the “lower middle point” \( LMP(i,j) = \lfloor \frac{i+j}{2} \rfloor \) and the “upper middle point” \( UMP(i,j) = \lceil \frac{i+j}{2} \rceil \).

Definition 7 Let \( D_{K,f} \) be a given dissimilarity function.

(i) The mapping \( M_{K,f,L} : L_m^n \to L_m \) given by
\[
M_{K,f,L}(x_1, \ldots, x_n) = LMP(l,u) \tag{14}
\]
where
\[
l = \min\{k \in L_m \mid \sum_{i=1}^{n} K(f(x_i) - f(k)) = \min\}
\]
and
\[
u = \max\{k \in L_m \mid \sum_{i=1}^{n} K(f(x_i) - f(k)) = \min\}
\]
is called a lower \( (K,f) \)-ordinal mean.

(ii) Similarly, the mapping \( M_{K,f,U} : L_m^n \to L_m \) given by
\[
M_{K,f,U}(x_1, \ldots, x_n) = UMP(l,u) \tag{15}
\]
is called an upper \( (K,f) \)-ordinal mean

Proposition 5 Both \( (K,f) \)-ordinal means defined in Definition 7 are symmetric ordinal means.

If \( K \) is an even function, then
\[
M_{K,id,U}(x_1, \ldots, x_n) = m - M_{K,id,L}(m-x_1, \ldots, m-x_n).
\]

Remark 1 Observe that for any dissimilarity function \( D_{K,f} \) and weights \( w = (w_1, \ldots, w_n) > 0 \) we can introduce a lower (an upper) \( (K,f) \)-ordinal mean minimizing the expression
\[
\sum_{i=1}^{n} w_i K(f(x_i) - f(k))
\]
in Definition 7.

Recall that for the function \( K : \mathbb{R} \to \mathbb{R} \) given by
\[
K(x) = |x| \quad (K = \text{Abs}) \quad \text{and} \quad f : L_m \to \mathbb{R} \text{ given by } f(i) = i \quad (f = \text{id}),
\]
the corresponding \( (\text{Abs}, \text{id}) \)-ordinal means are ordinal medians which were discussed first in [20]. Note that for each odd \( m \) both, lower and upper ordinal medians coincide with the classical median on \( L_m \). Observe that on any real interval \( I \) the \( (\text{Abs}, \text{id}) \)-mean is exactly the median operator, see [25, 5]. Similarly, putting \( K = Q \), where \( Q(x) = x^2 \), \( x \in \mathbb{R} \), \( (Q, \text{id}) \)-mean on any real interval \( I \) yields the standard arithmetic mean. Thus we can introduce the lower arithmetic mean on \( L_m \) as the lower \( (Q, \text{id}) \)-ordinal mean, and the upper arithmetic mean on \( L_m \) as the upper \( (Q, \text{id}) \)-ordinal mean. Due to Remark 1, weighted ordinal arithmetic means can be defined. Obviously, then also ordinal OWA’s on \( L_m \) can be introduced. Coming back to a real interval \( I \), \( (Q,f) \)-mean for a continuous and strictly monotone function \( f : I \to \mathbb{R} \) yields a quasi–arithmetic mean on \( I \) generated by \( f \). Thus \( (Q,f) \)-ordinal means on \( L_m \) can be understood as ordinal quasi–arithmetic means. Moreover, we can introduce weighted ordinal quasi–arithmetic means.

Example 2 Let \( m = 3 \), i.e., let us work on the scale \( L_3 = \{0,1,2,3\} \). Put \( n = 4 \) and consider the input \( x = (2,0,3,0) \). Then

(i) If \( K = \text{Abs}, f = \text{id} \), then \( l = 0, u = 2 \) and
\[
M_{\text{Abs},\text{id},L}(x) = M_{\text{Abs},\text{id},U}(x) = 1.
\]

(ii) If \( K = Q, f = \text{id} \), then \( l = u = 1 \) and
\[
M_{Q,\text{id},L}(x) = M_{Q,\text{id},U}(x) = 1.
\]

(iii) If \( K = Q, f = Q \), then \( l = u = 2 \) and
\[
M_{Q,Q,L}(x) = M_{Q,Q,U}(x) = 2.
\]

(iv) If \( K(x) = \begin{cases} x & \text{if } x \geq 0, \\ \frac{-x}{2} & \text{if } x \leq 0 \end{cases}, f = \text{id} \), then
\[
l = 1, u = 2 \quad \text{and} \quad M_{K,\text{id},L}(x) = 1, M_{K,\text{id},U}(x) = 2.
\]

Note that all dissimilarity based ordinal means, lower and upper ones, are shift invariant, i.e., jointly strictly monotone kernel ordinal means.

5 Conclusion

The lower ordinal arithmetic mean \( M_L \) derived in Section 3 is defined for all \( x = (x_1, \ldots, x_n) \in L_m^n \) by
\[
M_L(x) = \left[ \sum_{i=1}^{n} \frac{x_i}{n} \right].
\]
Similarly, the upper ordinal arithmetic mean \( M_U \) is given by
\[
M_U(x) = \left[ \sum_{i=1}^{n} \frac{x_i}{n} \right].
\]

In Section 4, for dissimilarity based ordinal arithmetic
It holds:

\[
M_{Q,id,L}(x) = \begin{cases} 
\left\lfloor \frac{\sum_{i=1}^{n} \frac{x_i}{n}}{n} \right\rfloor & \text{if } \sum_{i=1}^{n} \frac{x_i}{n} - \left\lfloor \frac{\sum_{i=1}^{n} \frac{x_i}{n}}{n} \right\rfloor \leq \frac{1}{2}, \\
\left\lfloor \frac{\sum_{i=1}^{n} \frac{x_i}{n}}{n} \right\rfloor & \text{otherwise},
\end{cases}
\]

and

\[
M_{Q,id,U}(x) = \begin{cases} 
\left\lfloor \frac{\sum_{i=1}^{n} \frac{x_i}{n}}{n} \right\rfloor & \text{if } \sum_{i=1}^{n} \frac{x_i}{n} - \left\lfloor \frac{\sum_{i=1}^{n} \frac{x_i}{n}}{n} \right\rfloor < \frac{1}{2}, \\
\left\lfloor \frac{\sum_{i=1}^{n} \frac{x_i}{n}}{n} \right\rfloor & \text{otherwise}.
\end{cases}
\]

These results lead to introducing two classes of ordinal arithmetic means, namely, \((M_{L,c,U})_{c \in [0,1]}\) and \((M_{U,c,U})_{c \in [0,1]}\), where

\[
M_{L,c,U}(x) = \begin{cases} 
i & \text{if } i \leq \sum_{i=1}^{n} \frac{x_i}{n} \leq i + c, \\
i + 1 & \text{if } i + c < \sum_{i=1}^{n} \frac{x_i}{n} < i + 1,
\end{cases}
\]

\[
M_{U,c,U}(x) = \begin{cases} 
i & \text{if } i \leq \sum_{i=1}^{n} \frac{x_i}{n} < i + c, \\
i + 1 & \text{if } i + c \leq \sum_{i=1}^{n} \frac{x_i}{n} < i + 1.
\end{cases}
\]

It holds:

\[
M_{L} = M_{1,U} \quad \text{and} \quad M_{U} = M_{0,L},
\]
\[
M_{Q,id,L} = M_{2,L} \quad \text{and} \quad M_{Q,id,U} = M_{2,U}
\]

and

\[
M_{c,L}(x_1, \ldots, x_n) = m - M_{1-c,U}(m - x_1, \ldots, m - x_n)
\]

for all \((x_1, \ldots, x_n) \in L^m_n\).

Evidently, all these ordinal means are symmetric, shift invariant, thus jointly strictly monotone kernel ordinal means on \(L_m\).
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Abstract

In this paper we deal with discrete quasi-copulas defined on a square grid $I^2_n$ of $[0,1]$ are studied and it is proved that they can be represented by means of a special class of matrices with entries in $[-1,1]$. Special considerations are made for the case of irreducible discrete quasi-copulas (those with range $I_n$) defined on the finite chain $I_n$, showing that they can be represented through Alternating-Sign Matrices and that they generate all discrete quasi-copulas through convex sums. 

Keywords: Copula, quasi-copula, discrete scale, irreducible discrete quasi-copula, ASM matrix.

1 Introduction

Discrete copulas are interesting because they are related through Sklar’s theorem with bivariate discrete random variables (see [10]) and they apply specially in cases where discrete ordinal structures of statistical data are essential.

Discrete copulas with domain $I^2_n$ are studied in [7] where it is proved that they can be represented by means of bistochastic matrices. The particular case of discrete copulas on $I_n$ that take values again in $I_n$ was introduced in [9] where it is proved that they can be represented through permutation matrices. Moreover, this particular type of copulas are called in [7] irreducible discrete copulas because, as it is proved there, all discrete copulas on $I^2_n$ are convex sums of irreducible discrete copulas.

On the other hand, quasi-copulas were introduced in [1] as a generalization of copulas and they were characterized in operational terms in [4]. Recently, discrete quasi-copulas defined on $I_{n,m}$ are introduced in [13] where they are represented by means of $(n \times m)$ matrices that are simply their operation table. Moreover, some methods to extend a discrete quasi-copula to a quasi-copula are presented. The special case of internal discrete quasi-copulas $C : I^2_n \rightarrow I_n$, called here irreducible discrete quasi-copulas similarly to the case of copulas, has been recently introduced in [8].

Copulas and quasi-copulas can also be viewed as conjunctive aggregation operators and many papers have appeared in last years dealing with them, from this point of view (see [2], [3], [5], [7], [8], [9]).

In this paper we deal with discrete quasi-copulas defined on $I^2_n$ presenting a new look on them following a similar study to the one given for discrete copulas in [7] and [9]. We begin with section 2 where some preliminaries are given that will be used along the paper. In section 3 we prove that discrete quasi-copulas can be represented by means of a class of matrices with entries in the interval $[-1,1]$ that we will call Generalized Bistochastic Matrices or GBM in short. We
deal first with the special case of internal discrete copulas on $I_n$. Discrete quasi-copulas in this special case are called **irreducible discrete quasi-copulas**, similarly to the case of copulas, and it is proved that they can be represented by the so-called Alternating-Sign Matrices or ASM matrices in short (see [14]). We devote section 4 to prove that all discrete quasi-copulas are convex sums of irreducible ones.

## 2 Preliminaries

In this section we give only basic definitions and properties of copulas and subcopulas. A more extensive study can be found in [12] and [4] and, for the discrete case, in [7] and [9].

**Definition 1** ([12]) A (two dimensional) copula $C$ is a binary operation on $[0,1]$, i.e., $C : [0,1] \times [0,1] \rightarrow [0,1]$ such that

1. **(C1)** $C(x,0) = 0 \forall x \in [0,1]$
2. **(C2)** $C(x,n) = C(n,x) = x \forall x \in [0,1]$
3. **(C3)** $C(x,y) + C(x',y') \geq C(x,y') + C(x',y)$ for all $x,x',y,y' \in [0,1]$ with $x \leq x', y \geq y'$ (2-increasing condition)

Although the notion of quasi-copula was introduced in a different way, it is proved in [4] the following equivalent definition.

**Definition 2** A (two dimensional) quasi-copula $Q$ is a binary operation on $[0,1]$, i.e., $Q : [0,1] \times [0,1] \rightarrow [0,1]$ such that

1. **(Q1)** $Q(x,0) = 0 \forall x \in [0,1]$ and $Q(x,n) = Q(n,x) = x \forall x \in [0,1]$
2. **(Q2)** $Q$ is non-decreasing in each component
3. **(Q3)** $Q$ satisfies the Lipschitz condition with constant 1:

$$|Q(x',y') - Q(x,y)| \leq |x' - x| + |y' - y|$$

for all $x,x',y,y' \in [0,1]$

The following characterization of quasi-copulas was given again in [4]:

**Proposition 1** A binary operation $Q : [0,1] \times [0,1] \rightarrow [0,1]$ is a quasi-copula if, and only if, it satisfies (Q1) and the following property:

1. **(Q4)** $Q(x,y) + Q(x',y') \geq Q(x,y') + Q(x',y)$ for all $x,x',y,y' \in [0,1]$ such that $x \leq x', y \leq y'$ where at least one of these four elements is equal either to 0 or to 1 (2-increasing condition on the border of $[0,1]^2$)

Clearly each copula is a quasi-copula but not vice versa. Quasi-copulas which are not copulas are called proper quasi-copulas.

**Definition 3** A function $C : D \times D' \rightarrow [0,1]$, where $D,D'$ are subsets of $[0,1]$ containing $\{0,1\}$, is called a subcopula if it satisfies the properties of a copula for all $(x,y) \in D \times D'$.

A special case of subcopulas are the so-called discrete copulas defined on a finite subset of $[0,1]^2$, usually $I_{n,m} = I_n \times I_m$ where

$$I_n = \left\{0, \frac{1}{n}, \frac{2}{n}, \ldots, \frac{n-1}{n}, 1\right\}.$$  

In this paper we will consider discrete copulas defined on $I_n^2$. Thus, in our context, we have the following definition (see, for instance, [7]).

**Definition 4** A discrete copula $C$ on $I_n$ is a binary operation $C : I_n \times I_n \rightarrow [0,1]$ satisfying properties (C1–C3) for all $x,y \in I_n$.

The range of a discrete copula $C$ on $I_n$ always contains $I_n$. When the range of $C$ is exactly $I_n$ we deal in fact with internal discrete copulas $C : I_n \times I_n \rightarrow I_n$, called irreducible discrete copulas in [7]. In fact, this class of discrete copulas were already introduced and studied in [9], and it is proved in [7] that all discrete copulas are convex sums of irreducible ones.

## 3 Discrete quasi-copulas

Following the idea of discrete copulas, we want to deal in this paper with the notion of discrete quasi-copula already introduced in [13].

**Definition 5** A discrete quasi-copula $Q$ on $I_n$ is a binary operation $Q : I_n \times I_n \rightarrow [0,1]$ such that

1. **(DQ1)** $Q(\frac{1}{n},0) = Q(\frac{1}{n},\frac{1}{n}) = 0 \forall \frac{1}{n} \in I_n$ and $Q(\frac{1}{n},1) = Q(1,\frac{1}{n}) = \frac{1}{n} \forall \frac{1}{n} \in I_n$
2. **(DQ2)** $Q$ is non-decreasing in each component
3. **(DQ3)** $Q$ satisfies the Lipschitz condition with constant 1.

1In fact the definition could be clearly given for discrete quasi-copulas on $I_n \times I_m$, but we are interested here in the most usual case $n = m$. 

It is clear that any discrete copula is a discrete quasi-copula but not vice versa and, in this sense, we will call proper discrete quasi-copulas to discrete quasi-copulas that are not discrete copulas.

The following characterizations can be easily derived (see [13]).

**Proposition 2** Let \( Q : I_n \times I_n \to [0,1] \) be any binary operator. The following statements are equivalent:

(i) \( Q \) is a discrete quasi-copula on \( I_n \).

(ii) \( Q \) satisfies condition (DQ1) and also

\[
0 \leq Q\left(\frac{i}{n}, \frac{j}{n}\right) - Q\left(\frac{i-1}{n}, \frac{j}{n}\right) \leq \frac{1}{n}
\]

and

\[
0 \leq Q\left(\frac{i}{n}, \frac{j}{n}\right) - Q\left(\frac{i}{n}, \frac{j-1}{n}\right) \leq \frac{1}{n}
\]

for all \( 1 \leq i, j \leq n \).

(iii) \( Q \) satisfies condition (DQ1) and

\[
Q\left(\frac{i}{n}, \frac{j}{n}\right) + Q\left(\frac{i'}{n}, \frac{j'}{n}\right) \geq Q\left(\frac{i}{n}, \frac{j'}{n}\right) + Q\left(\frac{i'}{n}, \frac{j}{n}\right)
\]

for all \( 0 \leq i, j, i', j' \leq n \) such that \( i \leq i', j \leq j' \), where at least one of these four elements is equal either to 0 or to \( n \).

3.1 Irreducible discrete quasi-copulas

It is clear from condition (DQ1) that the range of any discrete quasi-copula on \( I_n \) contains \( I_n \). Let us consider, like in the case of copulas, the special case of discrete quasi-copulas with range equal to \( I_n \), that is, discrete quasi-copulas with minimal range.

**Definition 6** An irreducible discrete quasi-copula on \( I_n \) is a discrete quasi-copula \( Q \) on \( I_n \) with range \( I_n \).

Thus, an irreducible discrete quasi-copula on \( I_n \) is an internal binary operation \( Q : I_n \times I_n \to I_n \) with properties (DQ1) – (DQ3). Note that, in order to study operations defined on a finite chain like \( I_n \), the only important thing is the number of elements of the chain, \( n + 1 \) (see [11]). Then, this study is usually given for the most simple of these chains, that is,

\[
L_n = \{0, 1, \ldots, n\}.
\]

In this sense, we will study irreducible discrete quasi-copulas on \( L_n \), that is, \( Q : L_n \times L_n \to L_n \).

**Remark 1** It is clear that, given any irreducible discrete quasi-copula \( Q \) on \( L_n \), the operator \( Q' : I_n \times I_n \to I_n \) given by

\[
Q'\left(\frac{i}{n}, \frac{j}{n}\right) = \frac{1}{n} \cdot Q(i, j)
\]

is an irreducible discrete quasi-copula on \( I_n \). And vice versa, for any irreducible quasi-copula on \( I_n \), \( Q' \), the operator \( Q : L_n \times L_n \to L_n \) defined by

\[
Q(i, j) = n \cdot Q'\left(\frac{i}{n}, \frac{j}{n}\right)
\]

is an irreducible discrete quasi-copula on \( L_n \).

Thus, from now on, we will deal in this subsection with discrete quasi-copulas on \( L_n \). As one of the main results, we will give an useful characterization of irreducible discrete quasi-copulas in terms of a special class of matrices, generalizing the representation of copulas given in [9]. In this case, we use the so-called Alternating-Sign Matrices. For more details on this class of matrices, see [14] and the web page: http://www.research.att.com/~njas/sequences/.

**Definition 7** An \( n \times n \) Alternating-Sign Matrix (ASM matrix) is an \( n \times n \) matrix \( A = (a_{ij}) \) such that

1. \( a_{ij} \in \{-1, 0, 1\} \quad \forall i, j \in \{1, 2, \ldots, n\} \)

2. The first and the last elements \( a_{ij} \neq 0 \) of each row and each column are 1.

3. All the elements \( a_{ij} \neq 0 \) of each row and each column have alternating signs.

**Remark 2** In particular, the sum of each row and each column equals 1. Observe also that a permutation matrix is an ASM matrix.

Next we give the characterization of an irreducible quasi-copula in terms of ASM matrices.

**Proposition 3** A binary operator \( Q : L_n \times L_n \to L_n \) is a discrete quasi-copula if, and only if, there exists an \( n \times n \) ASM matrix \( A = (a_{ij}) \) such that, for all \( r, s \in L_n \),

\[
Q(r, s) = \begin{cases} 
0 & \text{if } r = 0 \text{ or } s = 0 \\
\sum_{i \leq r, j \leq s} a_{ij} & \text{otherwise}
\end{cases}
\]

Given the quasi-copula \( Q \), the matrix \( A \) is obtained as

\[
a_{ij} = Q(i, j) + Q(i - 1, j - 1) - Q(i, j - 1) - Q(i - 1, j)
\]

(2)
Remark 3 Note that, following Remark 1, the corresponding irreducible discrete quasi-copula \( Q' \) on \( L_n \) will be given by

\[
Q \left( \frac{r}{n}, \frac{s}{n} \right) = \begin{cases} 
0 & \text{if } r = 0 \text{ or } s = 0 \\
\frac{1}{n} \sum_{i \leq r} a_{ij} & \text{otherwise}
\end{cases}
\]

Corollary 1 There is a one-to-one correspondence between the set of all irreducible discrete quasi-copulas on \( L_n \) and the set of all \( n \times n \) ASM matrices. This correspondence assigns to an irreducible discrete quasi-copula \( Q \), the ASM matrix \( A = (A_{ij}) \) given by (2), that will be called from now on, the associated ASM matrix of \( Q \).

It can be proved that if the 2-increasing condition fails for an irreducible discrete quasi-copula \( Q \), it must fail in a square given by two consecutive rows and two consecutive columns, that is, a square determined by vertices \((i, j)\) and \((i + 1, j + 1)\), for some \( i, j \) such that \( 0 < i, j < n - 1 \). Moreover, the correspondence given in Corollary 1 is such that each non-fulfilment of the 2-increasing condition in a square given by vertices \((i, j)\) and \((i + 1, j + 1)\) corresponds to a negative entry (-1) in position \((i + 1, j + 1)\) of the associated ASM matrix and vice versa.

Thus, this matrix representation is useful in finding proper quasi-copulas simply by constructing an ASM matrix with at least one negative entry.

Example 1 Let us consider the irreducible quasi-copula \( Q \) defined on \( L_4 = \{0, 1, 2, 3, 4\} \) by the following table:

\[
\begin{array}{c|ccccc}
Q & 0 & 1 & 2 & 3 & 4 \\
\hline
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 1 \\
2 & 0 & 0 & 1 & 1 & 2 \\
3 & 0 & 1 & 2 & 2 & 3 \\
4 & 0 & 1 & 2 & 3 & 4 \\
\end{array}
\]

Then the associated ASM of \( Q \) is:

\[
A = \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 1 & -1 & 1 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}
\]

Note that the negative entry \( a_{2,3} = -1 \) corresponds to the non-fulfilment of the 2-increasing condition quoted in bold face in the table of \( Q \).

On the other hand, there are more useful applications of the given representation. For instance, the open question of finding the number of irreducible quasi-copulas on \( L_n \) was posed in [8]. From the bijection stated in Corollary 1 this question can be easily answered. The number of irreducible discrete quasi-copulas on \( L_n \) is equal to the number of \( n \times n \) ASM matrices, which is known as the Robbins number (see the web page: http://www.research.att.com/~njas/sequences/).

That is:

**Proposition 4** The number of irreducible discrete quasi-copulas on \( L_n \) is

\[
\prod_{k=0}^{n-1} \frac{(3k+1)!}{(n+k)!} = \prod_{k=1}^{n} \frac{(3k-2)!}{(2n-k)!}
\]

As we know (see [9]), \( n! \) of them are copulas, and the other are proper quasi-copulas. For example, for \( n = 3 \), we have 7 quasi-copulas, one of them being a proper quasi-copula, and for \( n = 4 \), we have 42 quasi-copulas, and 18 of them are proper quasi-copulas. All of them can be easily listed by constructing their associated ASM matrices.

Finally, another application of our representation is due to the easy manipulation of matrices. As an example of this easy manipulation we can derive the following two properties of irreducible discrete quasi-copulas.

**Proposition 5** There is one and only one \( n \times n \) ASM matrix with the diagonal formed by \(-1\) in all positions except the first and the last ones. This ASM matrix is given by:

\[
\begin{pmatrix}
0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
1 & -1 & 1 & \cdots & 0 & 0 & 0 \\
0 & 1 & -1 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & -1 & 1 & 0 \\
0 & 0 & 0 & \cdots & 1 & -1 & 1 \\
0 & 0 & 0 & \cdots & 0 & 1 & 0
\end{pmatrix}
\]

and it corresponds to the maximum proper Archimedean discrete quasi-copula on \( L_n \), given by:

\[
Q(x, y) = \begin{cases} 
x - 1 & \text{if } 0 < x = y < n \\
\min\{x, y\} & \text{otherwise}
\end{cases}
\]

**Proposition 6** There is one and only one \( n \times n \) ASM matrix with the inverse diagonal formed by \(-1\) in all positions except the first and the last ones. This ASM matrix is given by:

\[
\begin{pmatrix}
0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
1 & -1 & 1 & \cdots & 0 & 0 & 0 \\
0 & 1 & -1 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & -1 & 1 & 0 \\
0 & 0 & 0 & \cdots & 1 & -1 & 1 \\
0 & 0 & 0 & \cdots & 0 & 1 & 0
\end{pmatrix}
\]
matrix is given by:
\[
\begin{pmatrix}
0 & 0 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & 0 & \cdots & 1 & -1 & 1 \\
0 & 0 & 0 & \cdots & -1 & 1 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 1 & -1 & \cdots & 0 & 0 & 0 \\
1 & -1 & 1 & \cdots & 0 & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 & 0
\end{pmatrix}
\]
and it corresponds to the proper commutative discrete quasi-copula \( Q \) on \( L_n \) (close to the Lukasiewicz copula) given by:
\[
Q(x,y) = \begin{cases} 
1 & \text{if } x+y=n, x \neq 0, n \\
\max\{x+y-n, 0\} & \text{otherwise.}
\end{cases}
\]

### 3.2 Discrete quasi-copulas

In this subsection, we give a characterization of discrete quasi-copulas \( Q : I_n \times I_n \rightarrow [0,1] \) in terms of a new kind of matrices, that we will call Generalized Bistochastic Matrices. Let us see the definition of this class of matrices:

**Definition 8** A Generalized Bistochastic Matrix (GBM matrix) is an \( n \times n \) matrix \( A = (a_{ij}) \) such that

1. \( \forall i, j \in \{1, 2, \ldots, n\}, a_{ij} \in [-1,1] \)
2. \( \forall j = 1, \ldots, n, \sum_{i=1}^{n} a_{ij} = 1 \)
   \( \forall i = 1, \ldots, n, \sum_{j=1}^{n} a_{ij} = 1. \)
3. \( \forall j = 1, \ldots, n, \forall k = 1, \ldots, n, 0 \leq \sum_{i=1}^{k} a_{ij} \leq 1 \)
   \( \forall i = 1, \ldots, n, \forall k = 1, \ldots, n, 0 \leq \sum_{j=1}^{k} a_{ij} \leq 1 \)

**Remark 4** In particular, the first and the last elements \( a_{ij} \neq 0 \) of each row and each column must be strictly positive. But, contrary to the case of ASM matrices, there is not alternation of signs, that is, there can be two consecutive negative (or positive) elements.

Now, we have the representation of quasi-copulas:

**Proposition 7** A binary operator \( Q : I_n \times I_n \rightarrow [0,1] \) is a discrete quasi-copula if, and only if, there exists a GBM matrix \( A = (a_{ij}) \) such that, for all \( r, s \in L_n, \)
\[
Q\left(\frac{r}{n}, \frac{s}{n}\right) = \begin{cases} 
0 & \text{if } r = 0 \text{ or } s = 0 \\
\frac{1}{n} \sum_{i,j \leq r} a_{ij} & \text{otherwise}
\end{cases}
\]

Given the quasi-copula \( Q \), the matrix \( A \) is obtained as
\[
a_{ij} = Q\left(\frac{i}{n}, \frac{j}{n}\right) + Q\left(\frac{i-1}{n}, \frac{j-1}{n}\right) - Q\left(\frac{i-1}{n}, \frac{j}{n}\right) - Q\left(\frac{i}{n}, \frac{j-1}{n}\right)
\]

**Example 2** Let us consider the quasi-copula \( Q \) defined on \( I_4 = \{0, \frac{1}{4}, \frac{3}{4}, 1\} \) by the following table:

<table>
<thead>
<tr>
<th>( Q )</th>
<th>( 0 )</th>
<th>( \frac{1}{4} )</th>
<th>( \frac{3}{4} )</th>
<th>( 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \frac{1}{4} )</td>
<td>0</td>
<td>( \frac{1}{4} )</td>
<td>( \frac{3}{4} )</td>
<td>( \frac{1}{4} )</td>
</tr>
<tr>
<td>( \frac{3}{4} )</td>
<td>0</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{4} )</td>
<td>( \frac{3}{4} )</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{4} )</td>
<td>( \frac{3}{4} )</td>
</tr>
</tbody>
</table>

Then the associated GBM matrix is:
\[
A = \begin{pmatrix}
\frac{1}{2} & \frac{1}{4} & \frac{1}{4} & 0 \\
\frac{1}{2} & \frac{1}{4} & \frac{1}{4} & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}
\]

**Remark 5** Again, any non-fulfilment of \( Q \) of the 2-increasing condition, for vertices of the form \((i,j), (i+1, j+1)\), corresponds to a negative entry of \( A \) and vice versa.

Next result follows immediately:

**Corollary 2** A discrete quasi-copula \( Q \) is commutative if and only if its associated GBM matrix is symmetric.

Similarly to the case of copulas, idempotent elements of discrete quasi-copulas play an important role in their application. Recall that a discrete quasi-copula \( Q \) on \( I_n \) is Archimedean if the only idempotent elements of \( Q \) are 0 and 1.
Given an \( n \times n \) matrix \( A \), we will denote by \( A^{(r)} \) the submatrix formed by the first \( r \) rows and \( r \) columns of \( A \). Then we have the following results:

**Proposition 8** An element \( r \) is an idempotent element of a discrete quasi-copula \( Q \) if and only if \( A^{(r)} \) is an \( r \times r \) GBM matrix.

**Proposition 9** Let \( Q \) be a discrete quasi-copula on \( I_n \) with associated GBM matrix \( A \). Then \( Q \) is Archimedean if and only if \( A^{(r)} \) is not a GBM matrix for any \( r \in \{1, \ldots, n-1\} \).

It is proved in [8] that any irreducible discrete quasi-copula can be represented as an ordinal sum of Archimedean irreducible discrete quasi-copulas. The same proof given there applies also for general discrete quasi-copulas obtaining the following.

**Proposition 10** Let \( Q \) be a discrete quasi-copula on \( I_n \) with the following idempotent elements: \( 0 = x_0 < x_1 < \ldots < x_k < 1 \). Then \( Q \) is an ordinal sum

\[
Q = (\langle x_{i-1}, x_i, Q_i \rangle \mid i \in \{1, \ldots, k\})
\]

i.e., \( Q(x, y) = \begin{cases}
x_{i-1} + Q_i(x-x_{i-1}, y-x_{i-1}) & \text{if } (x, y) \in [x_{i-1}, x_i]^2 \\
\min\{x, y\} & \text{otherwise.}
\end{cases}
\]

where \( Q_i \) is an Archimedean quasi-copula on \( L(x_{i-1}, x_i) \) for each \( i \in \{1, \ldots, k\} \).

**Remark 6** Note that in the above proposition, consecutive idempotents \( j, j+1, \ldots, j+s \) correspond to trivial ordinal summands \( Q_i \) on \( L \) where the only possible quasi-copula is the minimum. Thus, in this case \( Q \) is also given by the minimum in \( \lbrack j, j+s \rbrack^2 \).

Let us now introduce the concept of ordinal sum of GBM matrices closely related to the ordinal sum of discrete quasi-copulas.

**Definition 9** Let \( n_i \) be a positive integer and \( A_i \) an \( n_i \times n_i \) GBM matrix for \( i = 1, \ldots, k \). Let \( n = n_1 + \ldots + n_k \) and define an \( n \times n \) GBM matrix \( A \), as

\[
A = \begin{pmatrix}
A_1 & 0 & 0 & \ldots & 0 \\
0 & A_2 & 0 & \ldots & 0 \\
0 & 0 & A_3 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & A_k
\end{pmatrix}
\]

We will call \( A \) the ordinal sum of the matrices \( A_1, \ldots, A_k \) and we will denote it by \( A = A_1 \uplus \ldots \uplus A_k \).

Then, we have the following correspondence between both concepts of ordinal sums.

**Proposition 11** Let \( Q \) be an ordinal sum of discrete Archimedean quasi-copulas of the form

\[
Q = (\langle x_{i-1}, x_i, Q_i \rangle \mid i \in \{1, \ldots, k\})
\]

Then, its associated GBM matrix is the ordinal sum of the GBM matrices \( A_i \), where each \( A_i \) is the associated \((x_i - x_{i-1}) \times (x_i - x_{i-1})\) GBM matrix of \( Q_i \) for \( i = 1, \ldots, k \). Moreover, the same is true for irreducible discrete quasi-copulas and their associated ASM matrices.

Note that, in the above correspondence between ordinal sums of discrete quasi-copulas and matrices, if we have a trivial ordinal summand \( Q_k \) of a quasi-copula \( Q \), then we will also have the trivial \((1 \times 1)\) GBM matrix associated to this summand, in the ordinal sum of GBM matrices corresponding to \( Q \).

### 4 Convex set of discrete quasi-copulas

It is proved in [7] that the set of all discrete copulas is the convex closure of all irreducible discrete copulas. The same statement is true for discrete quasi-copulas:

**Proposition 12** The class of all discrete quasi-copulas is the smallest convex set containing the class of all irreducible discrete quasi-copulas.

A consequence of this proposition is that any discrete quasi-copula is a convex linear combination of irreducible discrete quasi-copulas. Let us give next the algorithm that, given the GBM matrix \( A \) of a discrete quasi-copula \( Q \), produces the ASM matrices corresponding to the irreducible quasi-copulas of the convex linear combination.

**Algorithm**

Let \( A = (a_{ij}) \) be a GBM matrix.

1) Let \( c_1 = \min\{|a_{ij}| : a_{ij} \neq 0\} \)

2) If \( c_1 = 1 \), then \( A \) is an ASM matrix and the process has finished.

If not, let us construct an ASM matrix \( A_1 \) with only the following restrictions: We put a 1 (if \( a_{ij} > 0 \)) or a -1 (if \( a_{ij} < 0 \)) in position \((i, j)\) and 0’s in all positions where \( A \) has 0’s. If the minimum \( c_1 \) is reached in more than one position, then we can put a 1 or a -1 (depending on whether \( a_{ij} > 0 \) or \( a_{ij} < 0 \)) in any one of these positions.

3) Let \( A_i = \frac{1}{1-c_1} (A - c_1 \cdot A_1) \). Note that equivalently, we will have

\[
A = c_1 \cdot A_1 + (1-c_1) \cdot A_i^*
\]
A\_1^* is a GBM matrix. If it is an ASM matrix, the algorithm is finished. If not, we apply steps 1, 2 and 3 to the matrix A\_1^*.

This process ends up with the list of ASM matrices and the coefficients of the convex linear combination are easily obtained from the algorithm.

**Example 3** Let us consider the quasi-copula Q given in example 2. Its associated GBM matrix is:

$$A = \begin{pmatrix} \frac{1}{2} & \frac{1}{4} & \frac{1}{4} & 0 \\ \frac{1}{2} & -\frac{1}{4} & -\frac{1}{4} & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}$$

The first step of the algorithm gives c\_1 = \frac{1}{4}, reached for instance in position a\_{22}. Thus, we can choose the following ASM matrix:

$$A_1 = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & -1 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}$$

Then, the matrix A\_1^* = \frac{1}{1-c_1} (A - c_1 \cdot A_1) is

$$A_1^* = \begin{pmatrix} \frac{2}{3} & 0 & \frac{1}{3} & 0 \\ \frac{1}{3} & 0 & -\frac{1}{3} & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}$$

A\_1^* is a GBM matrix, but it is not an ASM matrix. Thus we apply steps 1, 2 and 3 to this matrix. Now we have c\_2 = \frac{1}{3}, reached in a\_{23}, and we choose an appropriate A\_2:

$$A_2 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 1 & 0 & -1 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}$$

Next, we calculate the corresponding A\_2^*:

$$A_2^* = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}$$

which results to be an ASM matrix. Thus the algorithm has finished. Finally, we obtain the convex combination:

$$A = \frac{1}{4} A_1 + \frac{3}{4} A_1^* = \frac{1}{4} A_1 + \frac{3}{4} \left( \frac{1}{3} A_2 + \frac{2}{3} A_2^* \right) = \frac{1}{4} A_1 + \frac{1}{4} A_2 + \frac{1}{2} A_2^*.$$ 

Consequently, the discrete quasi-copula Q is given by the convex linear combination:

$$Q = \frac{1}{4} Q_1 + \frac{1}{4} Q_2 + \frac{1}{2} Q_2^*$$

where Q\_1, Q\_2 and Q\_2^* are the irreducible discrete quasi-copulas with associated ASM matrices A\_1, A\_2 and A\_2^*, respectively.
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Abstract
This paper deals with aggregation operators. A new class of aggregation operators, called asymptotically idempotent, is introduced. A generalization of the basic notion of aggregation operator is provided, with an in-depth discussion of the notion of idempotency. Some general construction methods of commutative, asymptotically idempotent aggregation operators admitting a neutral element are illustrated.
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1 Introduction

The mathematical process of fusion of several input real values into a single output real value is crucial in many fields. According to the various applications, different properties are requested to the aggregation. In particular, dealing with problems of ranking, the basic characteristics requested of the aggregation are anonymity, which occurs when the knowledge of the order of the input values is irrelevant, and unanimity, which reads as follows: when all the partial scores are equal to a certain value, this must be also the global score. Anonymity and unanimity are mathematically translated into commutativity and idempotency of the aggregation operator. However, especially when the number of the inputs is very large, less common aspects or demands assume a certain importance: many data could be devoid of significance (problematical aspect) or the possibility that a group of many positive scores may have a greater weight than one of a few positive scores (a refined request of the aggregation). In order to take into account the problematical aspect, it might be useful to introduce a neutral element, i.e. an element which has the same effect as its omitting. The presence of a neutral element contravenes the idempotency, but, if we relax idempotency in a suitable way, quite surprisingly, we can meet also the above mentioned refined request. In this work, we introduce a new class of aggregation operators, called asymptotically idempotent, which, in presence of a neutral element, permit the output value to be sensitive to the number of input values, so undoubtedly improving the quality of ranking. We discuss the properties of this class and provide some general methods of construction of these operators.

2 Basic Concepts

In this work, we are interested in aggregation of input values, as well as outputs, belonging to some closed interval \([a, b] \subseteq \mathbb{R}\).

Definition 1 A mapping

g : [a, b]^n \to [a, b], \quad n \in \mathbb{N}

is called an \(n\)-ary aggregation function (AF) acting on \([a, b]\) if it is non-decreasing monotone in its components, that is

g(x_1, ..., x_n) \leq g(x'_1, ..., x'_n), \quad (1)

whenever \(a \leq x_i \leq x'_i \leq b\) for all \(i \in \{1, ..., n\}\). Moreover, \(g\) is strict if (1) holds with the strict inequality provided that \((x_1, ..., x_n) \neq (x'_1, ..., x'_n)\). Finally, \(g\) is commutative if

\[g(x_1, ..., x_n) = g(x^*_1, ..., x^*_n)\]  \quad (2)

for any permutation \((x^*_1, ..., x^*_n)\) of an arbitrary tuple \((x_1, ..., x_n) \in [a, b]^n\).

Remark 1. Regarding the property of continuity, according to (1), any AF is continuous if and only if it is continuous in its components.
Definition 2 Let \( g \) be an \( n \)-ary AF acting on \([a, b]\). Fixed any \( x \in [a, b] \), an element \((x, \ldots, x) \in [a, b]^n\) is called an idempotent element for \( g \) if
\[
g(x, \ldots, x) = x. \quad (3)
\]
The \( n \)-ary AF \( g \) is idempotent, if \( g \) fulfills (3) for any \( x \in [a, b] \).

Definition 3 A sequence \( G=\{G_n\}_n \) of \( n \)-ary AFs acting on \([a, b]\) is called an aggregation operator on \([a, b]\) (briefly, AO on \([a, b]\))

Definition 4 An AO \( G=\{G_n\}_n \) on \([a, b]\) is called asymptotically idempotent (AI) if
\[
\lim_{n \to \infty} G_n(x, \ldots, x) = x \quad \text{for all } x \in [a, b]. \quad (4)
\]

Remark 2 It is our opinion that a sequence of \( n \)-ary AFs satisfying (4) is qualified for deserving the "title" of AO. In fact, from the theoretical point of view, the idempotent, "standard" AOs are a particular case of the AI ones; from the practical point of view, condition (4) assures the sensitivity of the output to the number of inputs, a refined property which is recommended in many applications, as told in the introduction. However, on the one hand, the AI AOs could not form a subclass of AOs, as to be expected, if we maintained the classical, commonly used in literature, definition of AO on a real closed interval \([a, b]\), which, in addition, requires the following two conditions:
\[
G_n(a, \ldots, a) = a, \quad G_n(b, \ldots, b) = b \quad (5)
\]
and
\[
G_1(x) = x \quad \text{for all } x \in [a, b]. \quad (6)
\]
Indeed, there exist AI AOs which do not meet (5) and (6), as shown in the following example, where \([a, b] = [0, 1] \) and the \( n \)-ary AF is
\[
G_n(x_1, \ldots, x_n) = \max_{i=1, \ldots, n} \{x_i\} \cdot \frac{\sqrt{\sum_{i=1}^{n} x_i^2}}{1 + \sqrt{\sum_{i=1}^{n} x_i^2}}. \quad (7)
\]

On the other hand, there exist AOs, under the classical definition, which do not satisfy (4), as shown in the following example, where \([a, b] = [0, 1] \) and the \( n \)-ary AF is
\[
G_n(x_1, \ldots, x_n) = \begin{cases} x_1, & \text{if } n = 1; \\ 0, & \text{if } x_1 = \cdots = x_n = 0 \text{ for all } n; \\ 1, & \text{if } x_1 = \cdots = x_n = 1 \text{ for all } n; \\ 0, & \text{otherwise} \quad \text{and } n \text{ is even}; \\ 1, & \text{otherwise} \quad \text{and } n > 2 \text{ is odd}. \end{cases}
\]
A way which seems to be reasonable for bypassing this "cul-de-sac" is to weaken the definition of AO, omitting conditions (5) and (6).

Definition 5 Let \( G=\{G_n\}_n \) be an AO on \([a, b]\). We say that \( G \) is commutative, idempotent, strict or continuous if, for each \( n \in \mathbb{N} \) (\( n \geq 2 \) in case of commutativity), any \( G_n \) is commutative, idempotent, strict or continuous respectively.

Definition 6 An AO \( G=\{G_n\}_n \) on \([a, b]\) is called associative if for all \( m, n \in \mathbb{N} \) and for all tuples \((x_1, \ldots, x_m) \in [a, b]^m \) and \((y_1, \ldots, y_n) \in [a, b]^n \)
\[
G_{n+m}(x_1, \ldots, x_m, y_1, \ldots, y_n) = G_n(G_m(x_1, \ldots, x_m), G_n(y_1, \ldots, y_n)).
\]

From the structural point of view, an associative AO \( G \) is uniquely determined by the corresponding binary AF \( G_2 \), hence, with abuse of notation, we will use the same symbol for \( G \) and \( G_2 \).

Definition 7 Let \( G=\{G_n\}_n \) be an AO on \([a, b]\). Then an element \( e \in [a, b] \) is called a neutral element (NE) for \( G \) if, for each \( n \geq 2 \), for each \( k \in \{1, 2, \ldots, n\} \) and for all \( x_1, \ldots, x_{k-1}, x_{k+1}, \ldots, x_n \in [a, b] \), we have
\[
G_n(x_1, \ldots, x_{k-1}, e, x_{k+1}, \ldots, x_n) = G_{n-1}(x_1, \ldots, x_{k-1}, x_{k+1}, \ldots, x_n). \quad (8)
\]

Remark 3 Observe that if \( G=\{G_n\}_n \) is an AO on \([a, b]\) which admits \( e \in [a, b] \) as NE, the binary AF \( G_2 \), according to (8), satisfies
\[
G_2(e, x) = G_2(x, e) = G_1(x),
\]
which reduces to the standard form when (6) holds. What is interesting is that unicity of neutral elements is preserved also in case of AI AOs, as stated by the following lemma

Proposition 1 Let \( G=\{G_n\}_n \) be an AI AO on \([a, b]\) admitting \( e \in [a, b] \) as NE. Then, \( e \) is the unique NE for \( G \).
The next is a well-known result regarding the transformations of AOs by means of a strictly monotone bijection.

**Proposition 2** Let $G=\{G_n\}_n$ be an AO on $[a, b]$ and $\varphi : [c, d] \to [a, b]$ a strictly monotone bijection, where $c, d \in \mathbb{R}$, with $c < d$. Then $G^\varphi = \{G^\varphi_n\}_n$, where the $n$-ary AF $G^\varphi_n$ acting on $[c, d]$ is defined by

$$G^\varphi_n(u_1, ..., u_n) = \varphi^{-1}\left(G_n(\varphi(u_1), ..., \varphi(u_n))\right) \quad (9)$$

for all $u_1, ..., u_n \in [c, d]$, is an AO on $[c, d]$. Moreover, if $e \in [a, b]$ is a NE for $G$, then $\varphi^{-1}(e) \in [c, d]$ is a NE for $G^\varphi$. Finally, if $G$ is commutative or continuous, then $G^\varphi$ is commutative or continuous respectively.

This result suggests us to introduce a notion of isomorphism between AOs acting on the same interval.

**Definition 8** Let $G=\{G_n\}_n$ and $G^* = \{G^*_n\}_n$ be a pair of AOs on $[a, b]$. Then, we will say that $G$ and $G^*$ are isomorphic if there exists a strictly monotone bijection $\varphi : [a, b] \to [a, b]$ such that

$$G^* \equiv G^\varphi.$$  

Finally, we conclude this section with a generalized notion of idempotency for an AO.

**Definition 9** Let $G=\{G_n\}_n$ be an AO on $[a, b]$. We will say that $G$ is quasi-idempotent if for each $x_0 \in [a, b]$ there exists an $n_0 = n_0(x_0) \in \mathbb{N}$ such that $G_n(x_0, ..., x_0) = x_0$ for all $n \geq n_0$.

### 3 Commutative AOs with a NE

Let us denote by $A$ and $B$ the families of AOs on $[a, b]$, for any pair $(a, b) \in \mathbb{R}^2$ with $a < b$, admitting $e \in \{a, b\}$ and $e \in [a, b]$ as NE, respectively. Proposition 1 and Definition 8 allow us, without loss of generality and up to isomorphisms, to fix for both classes $e = 0$ as NE and the domains $[0, 1]$ and $[-1, 1]$ respectively. Then, we set $E := A \cup B$ and we will denote by $A=\{A_n\}_n$, $B=\{B_n\}_n$ or $E=\{E_n\}_n$ an arbitrary element of $A$, $B$ or $E$ respectively: in the last case, we will denote by $D$ the domain, where $D$ may be indifferentily $[0, 1]$ or $[-1, 1]$. Finally, given any $E=\{E_n\}_n \in E$, we set $d_n(x) := E_n(x, ..., x)$, where $d_n : D \to D$ for all $n \in \mathbb{N}$.

**Proposition 3** Given any $E=\{E_n\}_n \in E$ and fixed any $x \in D$, the sequence $\{d_n(x)\}_n$ is monotone (strictly monotone if $E$ is strict and $x \neq 0$).

**Proof** If $x = 0$, we have that $d_n(0) = E_n(0, ..., 0) = (\text{according to (8)}) E_n+1(0, ..., 0) = d_{n+1}(0)$, so that $d_n(0) = d_1(0)$ for all $n \in \mathbb{N}$. If $x > 0$, $d_n(x) = E_n(x, ..., x) = (\text{according to (8)}) E_{n+1}(x, ..., x, 0) \leq (\text{according to (1), with the strict inequality, if the operator is strict}) E_{n+1+x}(x, ..., x) = d_{n+1}(x)$ for all $n \in \mathbb{N}$. The case $x < 0$ may be shown in complete analogy. □

An immediate consequence is that the sequence $\{d_n(x)\}_n$ converges on $D$ to a function we will denote by $d(x)$, where $d : D \to D$. Hence, it is clear that any $E \in E$ is AI if and only if $d(x) = x$ for all $x \in D$.

**Proposition 4** Given any $E=\{E_n\}_n \in E$, we have that $E_n(x_1, ..., x_n) \geq 0$ (or $> 0$ if $E$ is strict) for all $x_1, ..., x_n \geq 0$ (and $x_j > 0$ for some $j \in \{1, ..., n\}$), while $E_n(x_1, ..., x_n) \leq 0$ (or $< 0$ if $E$ is strict) for all $x_1, ..., x_n \leq 0$ (and $x_j < 0$ for some $j \in \{1, ..., n\}$).

**Remark 4** Note that, starting from an arbitrary $B \in B$, we can always generate an AO $A^B \in A$, simply restricting the domain of $B$ to the real unit interval, i.e. $A^B := B|_{[0,1]}$.

**Definition 10** We will say that $B=\{B_n\}_n \in B$ is symmetrical with respect to $e = 0$ (e-symm, for short) if, for each $n \in \mathbb{N}$, we have

$$B_n(x_1, ..., x_n) = -B_n(|x_1|, ..., |x_n|)$$

for all $x_1, ..., x_n \in [-1,0]$.

Now, we set $CA := \{A \in A : A$ is commutative$\}$ and $CB := \{B \in B : B$ is commutative$\}$.

**Remark 5** Observe that, starting from an arbitrary $A \in CA$, we can always generate an AO $A^B = \{B^A_n\}_n \in CB$, where the $n$-ary AF is defined as follows:

$$B^A_n(x_1, ..., x_n) = B^A_n(x_1^k, ..., x_k^k, x_{k+1}^n, ..., x_n^n) = A_k(x_1^k, ..., x_k^k) - A_{n-k}(x_{k+1}^n, ..., x_n^n),$$

where $(x_1^k, ..., x_k^k, x_{k+1}^n, ..., x_n^n)$ is any permutation of an arbitrary tuple $(x_1, ..., x_n) \in [-1,1]^n$ such that $x_1^k \geq 0$, while $x_k^k < 0$, $x_{k+1}^n < 0$, $x_{k+1}^n < 0$, for some $k \in \{0, ..., n\}$, with the convention $A_0 = 0$. The only point deserving to be shown is the monotonicity of the arbitrary $n$-ary AF: given any $(x_1, ..., x_n) \in [-1,1]^n$, without loss of generality, we can suppose that $x_1, ..., x_k \geq 0$ and $x_{k+1}, ..., x_n \leq 0$, where $k \in \{0, ..., n-1\}$. Now, fixed any $i \in \{1, ..., n\}$, we have to prove that

$$B^A_n(x_1, ..., x_i, ..., x_n) \leq B^A_n(x_1, ..., x_i', ..., x_n) \quad (10)$$

for all $x_i' \in [x_i, 1]$. The case $i \in \{1, ..., k\}$ for $k \neq 0$ is trivial, so assume that $i \in \{k+1, ..., n\}$ for any $k \in \{0, ..., n-1\}$. If $x_i' \geq 0$, (10) becomes

$$A_k(x_1, ..., x_k, ..., x_i', ..., x_n) - A_k(x_1, ..., x_k, ..., x_i, ..., x_n) \leq 0.$$
Now we present the first model of AI AO ∈ CA, in which there is no necessity of permutation, or re-arrangement in more general sense, of the input values.

**Example 1** Let $A^H, \psi = \{A_n^H, \psi\}_n$ be a sequence of $n$-ary AFs so described:

$$A_n^H, \psi(x_1, ..., x_n) = \max\{x_1, ..., x_n\} \cdot \psi(h_n(x_1, ..., x_n)),$$

where $\psi: [0, \infty] \to [0, 1]$ is a non-decreasing mapping such that $\psi(0) = 0$ and $\psi(\infty) = 1$, while $H = \{h_n\}_n$ is a commutative AO acting on the interval $[0, \infty]$, with $e = 0$ as NE, such that $h_1(0) = 0$ and $\sup h_n(x, ..., x) = \infty$ for any $x > 0$. The fact that $A^H, \psi$ actually belongs to $CA$ is quite easy to show. The set of mappings which behave as $\psi$ is very large, what is more interesting is to investigate some simple ways to construct explicit examples of $H$. For instance, if we consider any non-decreasing function $\mu: [0, \infty] \to [0, 1]$ such that $\mu(0) = 0$, and $\mu(t) > 0$ as $t > 0$, it is trivial to see that $H^\mu = \{h_n^\mu\}_n$, where the $n$-ary AF is defined

$$h_n^\mu(x_1, ..., x_n) = \sum_{i=1}^n \mu(x_i),$$

fulfills all the required properties on $[0, \infty]$. Note that (7) is a particular case of this model, with $\psi(t) = \frac{\sqrt{t}}{1 + \sqrt{t}}$ and $\mu(t) = t^2$. Finally, observe that $A^H, \psi$ is continuous if $\psi$ and $H$ are continuous.

The next model of AI AO ∈ CA is a sort of generalization of ordered weighted average operator (OWA, for short), which requires a permutation of the input values.

**Example 2** Let $W^{A_\infty} = \{W_n^{A_\infty}\}_n$ be a sequence of $n$-ary AFs so described:

$$W_n^{A_\infty}(x_1, ..., x_n) = \sum_{i=1}^n w_i \cdot x_i',$$

where $(x'_1, ..., x'_n)$ is a non-decreasing permutation of any arbitrary input $n$-tuple $(x_1, ..., x_n)$, while $A_\infty = \{w_n\}_n$ is a fixed sequence of real, non-negative numbers such that

$$\sum_{n=1}^\infty w_n = 1.$$  \(13\)

It is not difficult to show that $W^{A_\infty}$ is a continuous AO belonging to $CA$. Observe that $W^{A_\infty}$ is not absolutely reducible to the classical OWA, because, in that case, any $n$-ary AF has its own weighting triangle $\Delta_n = \{w_{1,n}, ..., w_{n,n}\}$, where $\sum_{i=1}^n w_{i,n} = 1$. However,
no weighting triangle is generally associated with any \( \Delta_\infty \). Finally, note that, if we choose \( \Delta_\infty \) such that \( w_1 = 1 \) and \( w_i = 0 \) as \( i \geq 2 \), then \( W^{\Delta_\infty} = \max \), but, on the contrary, \( W^{\Delta_\infty} \neq \min \), whatever is the \( \Delta_\infty \) chosen.

**Proposition 5** The AO \( A^H, \psi \) is quasi-idempotent if and only if there exists \( t_0 > 0 \) such that \( \psi(t_0) = 1 \).
The AO \( W^{\Delta_\infty} \) is quasi-idempotent if and only if there exists a \( k \in \mathbb{N} \) such that \( w_n = 0 \) for all \( n > k \).

The final, general construction method we present regards a class of \( e - \text{symm} \) AI AOs belonging to \( \mathcal{CB} \). The philosophy of this method is that, according to Remark 6, the subdomain \( [0,1]^n \) of the \( n \)-ary AF we have to define may be covered by the respective AF of any AI AO in \( \mathcal{CA} \), hence, by the symmetry, also the subdomain \( [-1,0]^n \) is covered. The most interesting part is the rest of the domain, more precisely \( \text{cl}([-1,1]^n \setminus I_n) \), i.e. the topological closure of the set \([−1,1]^n \setminus I_n \), where \( I_n := [0,1]^n \cup [-1,0]^n \).

**Example 3** Given any AI \( A \in \mathcal{CA} \), we set

\[
B^*_n[0,1] \cup [-1,0] := B^A[0,1] \cup [-1,0],
\]

i.e. for each \( n \in \mathbb{N} \) we have \( B^*_n(x_1, \ldots, x_n) = A_n(x_1, \ldots, x_n) \), if \( (x_1, \ldots, x_n) \in [0,1]^n \), while \( B^*_n(x_1, \ldots, x_n) = -A_n(|x_1|, \ldots, |x_n|) \), if \( (x_1, \ldots, x_n) \in [-1,0]^n \). Let \( f : [-1,1] \rightarrow [-1,1] \) be an arbitrary strictly increasing bijection such that \( f(0) = 0 \). Consider then a sequence \( \{g_n\}_n \) of mappings from \( I_n \) to \( I_n \) defined

\[
g_n(x_1, \ldots, x_n) = f(B^*_n(x_1, \ldots, x_n))
\]

Evidently, any \( g_n \) is non-decreasing and commutative: further, for every \( n \geq 2 \), we have \( g_n(x_1, \ldots, x_{n-1}, 0) = g_{n-1}(x_1, \ldots, x_{n-1}) \) for all \( (x_1, \ldots, x_{n-1}) \in I_{n-1} \). Now, for each \( n \geq 2 \), we can define the \( n \)-ary AF \( B^*_n \) on \( \text{cl}([-1,1]^n \setminus I_n) \) as follows:

\[
B^*_n(x_1, \ldots, x_n) = B^*_n(x_1^*, \ldots, x_k^*, x_{k+1}^*, \ldots, x_n^*) =
\]

\[
f^{-1}(g_k(x_1^*, \ldots, x_k^*) + g_{n-k}(|x_{k+1}^*|, \ldots, |x_n^*|)),
\]

recalling that \( (x_1^*, \ldots, x_k^*, x_{k+1}^*, \ldots, x_n^*) \) is any permutation of an arbitrary input \( n \)-tuple \( (x_1, \ldots, x_n) \) such that \( x_1^* \geq 0 \), while \( x_{k+1}^*, \ldots, x_n^* < 0 \), for some \( k \in \{0, \ldots, n\} \). It is not difficult to check that \( B^*_n \) is well defined on \( \text{cl}([-1,1]^n \setminus I_n) \) and the whole \( B^* \) so obtained is actually an \( e - \text{symm} \) AI AO belonging to \( \mathcal{CB} \). Note that if \( f \) is not symmetrical with respect to zero, unlike \( B^*_1 \), also \( g_1(x) = f(B_1(x)) \) is not symmetrical, hence, for some \( x \neq 0 \), by definition of \( B_2 \), we get \( B_2(x, -x) = f^{-1}(g_1(x) + g_1(-x)) \neq 0 \), so proving that such a kind of \( B^* \) generally does not fulfill (12).
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Abstract

This paper is devoted to the study of discrete implications that satisfy modus ponens (MP), modus tollens (MT) or both (MPT). The main goal is to characterize all R, S, QL and D-implications on a finite chain $L$ satisfying these properties for a given smooth t-norm $T_1$. The non-smooth case is also discussed for a special family of t-norms.

Keywords: Discrete implications, modus ponens, modus tollens, smooth t-norms, finite scale.

1 Introduction

It is well known that fuzzy implication functions (see the survey [12]) are used in approximate reasoning, not only to represent fuzzy conditional statements of the form “If $p$ then $q$” (with $p, q$ fuzzy statements), but also to perform inferences in any fuzzy rule based system. In this inference process, the two main classical rules are modus ponens (MP) and modus tollens (MT) that allow to perform, respectively, forward and backward inferences. In terms of fuzzy logic, these implications are operators $I : [0, 1]^2 \rightarrow [0, 1]$ extending the classical material implication, that is, satisfying $I(0, 0) = I(0, 1) = I(1, 1) = 1$ and $I(1, 0) = 0$.

Since conjunctions, disjunctions and negations are usually performed by t-norms ($T$), t-conorms ($S$) and strong negations ($N$) in fuzzy set theory as much as in fuzzy logic and approximate reasoning, the majority of the known implication functions are directly derived from these operators. The four most usual ways to define these implication functions are:

i) $R$-implications defined by

\[
I(x, y) = \sup\{z \in [0, 1] \mid T(x, z) \leq y\}
\]

for all $x, y \in [0, 1]$.

ii) $S$-implications defined by

\[
I(x, y) = S(N(x), y), \quad x, y \in [0, 1].
\]

iii) $QL$-implications defined by

\[
I(x, y) = S(N(x), T(x, y)), \quad x, y \in [0, 1].
\]

iv) $D$-implications, that are the contraposition with respect to $N$ of $QL$-implications and are given by

\[
I(x, y) = S(T(N(x), N(y)), y), \quad x, y \in [0, 1].
\]

Moreover, in this context, given any t-norm $T_1$ and any strong negation $N_1$, modus ponens and modus tollens for an implication $I$ can be written as

\[
T_1(x, I(x, y)) \leq y, \quad x, y \in [0, 1]
\]

and

\[
T_1(N_1(y), I(x, y)) \leq N_1(x), \quad x, y \in [0, 1]
\]

respectively. These two equations have been recently solved in [15] for the first three mentioned classes of implications.

On the other hand, the study of operators defined on finite scales is an area of increasing interest (see [2], [4], [5], [8], [9], [10], and [13]). Mainly, because it allows to deal with finite families of linguistic labels avoiding numerical interpretations (necessaries in the fuzzy logic approach). In this context, the book chapter [13] brings a survey on (smooth) discrete t-norms and t-conorms on a finite chain $L$, and the four classes of implications, R, S, QL and D-implications derived from discrete t-norms, are studied in [9] and

\[\text{[1] Although some authors have derived also implications from other aggregation functions, specially uninorms (see [1], [11],[14]).}\]
From these discrete implications, new possibilities for approximate reasoning with finite families of linguistic labels appear with their consequent applications in computing with words.

However, in this line, the study of MP and MT rules for discrete implications, equivalent to the one given in [15] for fuzzy implications, is essential. This is precisely the main goal of this paper. After some preliminaries given in section 2, we devote section 3 to characterize those R, S, QL and D-implications on a finite chain L, derived from smooth t-norms, that satisfy equation (5), equation (6) or both. Finally, section 4 is devoted to the non-smooth case for a special family of t-norms.

2 Preliminaries

We recall here the smooth t-norms and the smooth t-conorms on a finite chain L and their characterization, that will be used along the paper. It is well known that for our purposes (see [13]) all finite chains with the same number of elements are equivalent and then, from now on, we will deal with the simplest finite chain of n + 1 elements:

\[ L = \{0, 1, 2, \ldots, n - 1, n\} \]

where \( n \geq 1 \). Such an L can be understood as a set of linguistic terms or “labels”.

The following two definitions are adapted from [5] (see also [13]).

Definition 1 A function \( f : L \rightarrow L \) is said to be smooth if it satisfies one of the following conditions:

- \( f \) is nondecreasing and \( f(x) - f(x - 1) \leq 1 \) for all \( x \in L \) with \( x \geq 1 \).
- \( f \) is nonincreasing and \( f(x - 1) - f(x) \leq 1 \) for all \( x \in L \) with \( x \geq 1 \).

Definition 2 A binary operator \( F \) on \( L \) is said to be smooth if it is smooth in each variable.

The importance of the smoothness condition lies in the fact that it is generally used as a discrete counterpart of continuity on [0,1].

Although t-norms, t-conorms and strong negations are usually binary operators on [0,1], they can be defined as in [2] on any bounded partially ordered set and, in particular, on \( L \). In this last case, they are usually known as discrete t-norms and discrete t-conorms. In this way, recall that smoothness for discrete t-norms (and also for t-conorms) is equivalent to the divisibility condition, that is, \( x \leq y \) if and only if there exists \( z \in L \) such that \( T(y, z) = x \), (see [13]).

Proposition 1 There is one and only one strong negation on \( L \) that is given by

\[ N(x) = n - x \quad \text{for all} \quad x \in L. \]  

(7)

From now on, \( N \) will always denote the negation on \( L \) given by (7). Smooth t-norms have been characterized as ordinal sums of Archimedean ones as follows.

Proposition 2 (See [13]). There is one and only one Archimedean smooth t-norm on \( L \), denoted by \( T_L \), given by

\[ T_L(x, y) = \max\{0, x + y - n\} \quad \text{for all} \quad x, y \in L \]  

(8)

which is known as the Lukasiewicz t-norm. Moreover, given any subset \( J \) of \( L \) containing 0, \( n \), there is one and only one smooth t-norm on \( L \) that has \( J \) as the set of idempotent elements, that will be denoted by \( T_J \). In fact, if \( J \) is the set

\[ J = \{0 = i_0 < i_1 < \ldots < i_{m-1} < i_m = n\} \]

then \( T_J \) is given by:

\[ T_J(x, y) = \begin{cases} 
\max\{i_k, x + y - i_{k+1}\} & \text{if} \ x, y \in [i_k, i_{k+1}] \\
\min\{x, y\} & \text{otherwise}
\end{cases} \quad \text{for some} \ i_k \in J \]  

(9)

Smooth t-conorms have a classification theorem like the above one for t-norms which can be easily deduced by \( N \)-duality. The expression of the only Archimedean smooth t-conorm on \( L \) is given by

\[ S_L(x, y) = \min\{n, x + y\} \quad \text{for all} \quad x, y \in L \]  

(10)

which is also known as the Lukasiewicz t-conorm. In general, we have

Proposition 3 (See [13]). Given any subset \( J \) of \( L \) containing 0, \( n \), there is one and only one smooth t-conorm on \( L \), \( S_J \), that has \( J \) as the set of idempotent elements. In fact, if \( J \) is the set

\[ J = \{0 = i_0 < i_1 < \ldots < i_{m-1} < i_m = n\} \]

then \( S_J \) is given by:

\[ S_J(x, y) = \begin{cases} 
\min\{i_{k+1}, x + y - i_k\} & \text{if} \ x, y \in [i_k, i_{k+1}] \\
\max\{x, y\} & \text{otherwise}
\end{cases} \quad \text{for some} \ i_k \in J \]  

(11)

Note that with these notations, the Lukasiewicz t-norm and t-conorm can be written, respectively as \( T_L = T_{\{0,n\}} \) and \( S_L = S_{\{0,n\}} \). The following result follows from the previous propositions.
Proposition 4 (See [13]). There are exactly $2^{n-1}$ different smooth t-norms (t-conorms) on $L$.

Definition 3 A binary operator $I : L \times L \rightarrow L$ is said to be a (discrete) implication if it satisfies:

(I1) $I$ is nonincreasing in the first variable and non-decreasing in the second one.

(I2) $I(0, 0) = I(n, n) = n$ and $I(n, 0) = 0$.

Note that, from the definition, it follows that $I(0, x) = n$ and $I(x, n) = n$ for all $x \in L$.

The four ways to define fuzzy implications apply here to define discrete implications. However, since the only strong negation on $L$ is the one given by (7) and we deal with a finite scale, in our case they can be rewritten as follows:

$I(x, y) = \max\{z \in L \mid T(x, z) \leq y\}$, $x, y \in L$. (12)

$I(x, y) = S(n - x, y)$, $x, y \in L$. (13)

$I(x, y) = S(n - x, T(x, y))$, $x, y \in L$. (14)

$I(x, y) = S(T(n - x, n - y), y)$, $x, y \in L$. (15)

All these classes of discrete implications have been already studied: R and S-implications in [9], and QL and D-implications in [10]. Thus we refer to these cited papers for details on these kinds of discrete implications that we will use in the paper. Although the non-smooth case is considered in these references, in the present work we will deal only with R, S, QL and D-operators derived from smooth t-norms and smooth t-conorms.

3 Main results

In this section we deal with (implication) operators on the finite chain $L$ that satisfy the modus ponens, the modus tollens or both, with respect to a smooth t-norm $T_1$. Again, since we have only one strong negation on $L$, in our case equation (6) can be rewritten depending only on the t-norm $T_1$ and thus, we can adopt the following definitions:

Definition 4 Let $T_1$ be a t-norm on $L$. A function $I : L^2 \rightarrow L$ will be called:

- an MP-operator for $T_1$ whenever it satisfies
  \[ T_1(x, I(x, y)) \leq y \quad \text{for all} \quad x, y \in L \]  (16)

- an MT-operator for $T_1$ whenever it satisfies
  \[ T_1(n - y, I(x, y)) \leq n - x \quad \text{for all} \quad x, y \in L \]  (17)

- an MPT-operator for $T_1$ whenever it is both, an MP and an MT-operator.

Moreover, we will say that $I$ is an MP-implication (or MT, or MPT-implication) if it is an implication and also an MP-operator (or MT or MPT-operator, respectively).

Note that whereas all R and S-operators (given by equations (12) and (13), respectively) are always implications, this is not the case for QL and D-operators (given by equations (14) and (15), respectively), see for instance [10]. Thus, we will divide our study of properties MP, MT and MPT in three subsections, the first one devoted to R-implications, the second one devoted to S-implications and, finally, the third one devoted to QL and D-operators in general, including of course QL and D-implications.

Before this, let us begin with two easy but important propositions in the discussion of the mentioned properties. The first one deals with MP-operators.

Proposition 5 Let $T_1$ be a t-norm on $L$ and $I : L^2 \rightarrow L$ an MP-operator for $T_1$. Then,

\[ T_1(x, I(x, 0)) = 0 \quad \text{for all} \quad x \in L. \]

The second one deals with MT-operators.

Proposition 6 Let $T_1$ be a t-norm on $L$ and $I : L^2 \rightarrow L$ an MT-operator for $T_1$. Then,

\[ T_1(n - y, I(n, y)) = 0 \quad \text{for all} \quad y \in L. \]

3.1 R-implications

Given any t-norm $T$ we will denote by $I_T$ its residual implication, that is, the operator given by equation (12):

\[ I_T(x, y) = \max\{z \in L \mid T(x, z) \leq y\}. \]

We deal in this subsection with implications $I_T : L^2 \rightarrow L$, where $T$ is a smooth t-norm. Let us recall here the structure of these implications. For an easier understanding we give their graphical structure in Figure 1 instead of their formulas, that can be found in [9]. Thus, R and S-implications can be viewed in Figures 1 and 2, respectively.

We begin with the property of MP-implications. Given any t-norm $T$, let us denote also by $\text{Idemp}_T$ the set of all idempotent elements of the t-norm $T$, that is:

\[ \text{Idemp}_T = \{x \in L \mid T(x, x) = x\}. \]

Then we have the following proposition.
Proposition 7 Let $T, T_1$ be smooth t-norms on $L$ and $I_T : L^2 \rightarrow L$ the R-implication associated to $T$. The following statements are equivalent:

i) $I_T$ is an MP-implication for $T_1$.

ii) $I_T(x, y) \leq I_{T_1}(x, y)$ for all $x, y \in L$.

iii) $\text{Idemp}_{T_1} \subseteq \text{Idemp}_T$.

Thus, it is clear that we can deduce the following particular cases.

Corollary 1 Let $T, T_1$ be smooth t-norms on $L$ and $I_T : L^2 \rightarrow L$ the R-implication associated to $T$. Then,

i) If $T = \min$, $I_{\min}$ is an MP-implication for any smooth t-norm $T_1$.

ii) If $T = T_L$, $I_{T_1}$ is an MP-implication for $T_1$ if and only if $T_1 = T_L$.

iii) If $T_1 = T_L$, $I_T$ is an MP-implication for any smooth t-norm $T$.

iv) If $T_1 = \min$, $I_T$ is an MP-implication for $\min$ if and only if $T = \min$.

With respect to MT-implications we obtain solutions only when $T_1$ is the Łukasiewicz t-norm and then $I_T$ works for any smooth t-norm $T$. This can be proved through the following two propositions.

Proposition 8 Let $T, T_1$ be t-norms on $L$ with $T$ smooth and let $I_T : L^2 \rightarrow L$ be the R-implication associated to $T$. If $I_T$ is an MT-implication for $T_1$ then necessarily $T_1(x, n - x) = 0$ for all $x \in L$.

Remark 1 It is proved in Lemma 1 of [9] that, for smooth t-norms, the previous condition is equivalent to be $T_1$ the Łukasiewicz t-norm. That is, for smooth t-norms,

$$T_1(x, n - x) = 0 \text{ for all } x \in L \iff T_1 = T_L.$$  

Proposition 9 Let $T, T_1$ be smooth t-norms on $L$ and $I_T : L^2 \rightarrow L$ the R-implication associated to $T$. Then $I_T$ is an MT-implication for $T_1$ if and only if $T_1 = T_L$.

Now, jointly the obtained results for MP and for MT-implications we obtain the following corollary.

Corollary 2 Let $T, T_1$ be smooth t-norms on $L$ and $I_T : L^2 \rightarrow L$ the R-implication associated to $T$. Then, $I_T$ is an MPT-implication for $T_1$ if and only if $T_1 = T_L$.

3.2 S-implications

Let us now deal with S-implications. Given any t-conorm $S$ we will denote by $I_S$ the corresponding S-implication given by equation (13). That is:

$$I_S(x, y) = S(n-x, y) \text{ for all } x, y \in L.$$  

The structure of S-implications can be viewed in Figure 2 (their expression can be found in [9]).
implication. If $I_S$ is an MP-implication for $T_1$ then necessarily $T_1(x, n-x) = 0$ for all $x \in L$.

**Proposition 11** Let $T_1$ be a smooth t-norm and $S$ a smooth t-conorm on $L$ and $I_S : L^2 \to L$ the corresponding $S$-implication. Then $I_S$ is an MP-implication for $T_1$ if and only if $T_1 = T_L$.

In this case, the study of modus tollens gives exactly the same solutions. Specifically,

**Proposition 12** Let $T_1$ be a t-norm and $S$ a smooth t-conorm on $L$ and $I_S : L^2 \to L$ the corresponding $S$-implication. If $I_S$ is an MT-implication for $T_1$ then necessarily $T_1(x, n-x) = 0$ for all $x \in L$.

**Proposition 13** Let $T_1$ be a smooth t-norm and $S$ a smooth t-conorm on $L$ and $I_S : L^2 \to L$ the corresponding $S$-implication. Then $I_S$ is an MT-implication for $T_1$ if and only if $T_1 = T_L$.

And consequently we have:

**Corollary 3** Let $T_1$ be a smooth t-norm and $S$ a smooth t-conorm on $L$ and $I_S : L^2 \to L$ the corresponding $S$-implication. Then $I_S$ is an MPT-implication for $T_1$ if and only if $T_1 = T_L$.

### 3.3 QL and D-operators

In this subsection we deal with QL and D-operators given by equations (14) and (15), respectively. As we have commented, not all of them are implications in the sense of Definition 3. In fact, it is proved in [10] that this occurs in the smooth case (for both QL and D) if and only if $S = S_L$. However we will study the properties MP, MT and MPT in general for all QL and D-operators, regardless of they are or they are not implications.

Again we can begin with this first proposition.

**Proposition 14** Let $T_1$ be a t-norm, $I_{QL}$ a QL-operator and $I_D$ a D-operator. Then:

i) If $I_{QL}$ ($I_D$) is an MP-operator for $T_1$ then necessarily $T_1(x, n-x) = 0$ for all $x \in L$.

ii) If $I_{QL}$ ($I_D$) is an MT-operator for $T_1$ then necessarily $T_1(x, n-x) = 0$ for all $x \in L$.

When we deal with QL and D-implications, since then the t-conorm $S$ in equations (14) and (15) must be $S = S_L$, they are derived simply from a smooth t-norm as:

$$I_{QL}(x, y) = S_L(n-x, T(x, y)) = n-x + T(x, y) \quad (18)$$

for all $x, y \in L$, and

$$I_D(x, y) = S_L(n-x, n-y, y) = y + T(n-x, n-y) \quad (19)$$

for all $x, y \in L$, respectively. Moreover, it is proved in [10] that the set of QL-implications and the set of D-implications coincide when we derive them from smooth t-norms and t-conorms, and consequently we can study both kind of implications at the same time.

Let us recall the structure of QL and D-implications in Figure 3 (again their formulas can be found in [10]).

![Figure 3](image-url)

**Figure 3.** The structure of the QL-implication derived from $T_J$ where $J = \{0 = i_0 < i_1 < \ldots < i_{m-1} < i_m = n\}$. For $j = 0,\ldots, m-1$, each $I_{i_j}$ is given by $I_{i_j}(x, y) = \max\{n-x+i_j, n+y-i_{j+1}\}$ for all $x, y \in [i_j, i_{j+1}]$. The same structure corresponds to the D-implication derived from $T_{N(J)}$.

In the study of QL and D-implications that are MP, MT and MPT for $T_1$ we obtain always the same result. Any of these conditions is satisfied if and only if $T_1 = T_L$. For QL-operators and D-operators in general, the result is the same, but now we need to study both kinds of operators separately. In any case, we have:

**Proposition 15** Let $T_1$ be a smooth t-norm, $I_{QL}$ a QL-operator and $I_D$ a D-operator. Then, the following statements are equivalent:

i) $I_{QL}$ ($I_D$) is an MP-operator for $T_1$.

ii) $I_{QL}$ ($I_D$) is an MT-operator for $T_1$.

iii) $I_{QL}$ ($I_D$) is an MPT-operator for $T_1$.

iv) $T_1 = T_L$.

A table summarizing all results in this section can be viewed in Table 1.
4 The non-smooth case

In our previous study we have seen that, given any t-norm $T_1$ and any binary operator $I : L^2 \to L$, to be $I$ an MP, MT, or MPT-operator, the condition

$$T_1(x, n-x) = 0 \quad \text{for all} \quad x \in L$$

is necessary in almost all cases. From Remark 1 we know that in the smooth case this is equivalent to be $T_1$ the Łukasiewicz t-norm. However, in the non-smooth case we have many others t-norms on $L$ satisfying such condition. Namely, for any $k \in L$ such that $n - k \leq k$ we have the following indexed family of t-norms $T^k$ given by

$$T^k(x, y) = \begin{cases} 
0 & \text{if } x + y \leq n \\
 x + y - k & \text{if } x + y > n \quad \text{and} \\
 \min\{x, y\} & \text{otherwise.} 
\end{cases}$$

Each t-norm of this family satisfies equation (20), see for instance [9]. In fact, these t-norms $T^k$ are the discrete counterpart of the family of t-norms introduced by J. C. Fodor in [3] (see also [6]) when he studies contrapositive symmetry (genuine property of S-implications) for R-implications. For each t-norm of this family the corresponding R and S-implications coincide (see also [7], Jenei family of t-norms in pages 97–98). This fact is also true for our family $T^k$ in the discrete case (see [9]).

Note that $T^k$ is non-smooth except for the case $k = n$ and in this extreme case $T^n$ agrees with the Łukasiewicz t-norm $T_L$. Note also that the nilpotent minimum (see again [9]) is obtained in the other extreme case given by $n - k = \lfloor n/2 \rfloor$ where $\lfloor n/2 \rfloor$ means the floor of $n/2$, that is, the greatest integer which is smaller than or equal to $n/2$.

**Remark 2** Note that, in the particular case when $n - k = k$, $n$ must be an even number and $k = n/2$.

Moreover, in this case both $T^k$ and $T^{k+1}$ coincide with the nilpotent minimum. Thus, from now on, we will consider only the cases when $n - k < k$ without any loose of generality.

We will consider also $n \geq 3$ since for the cases $n = 1, 2$ it is always $T^k = T_L$.

The indexed family of t-norms $T^k$ can be viewed in Figure 4.

<table>
<thead>
<tr>
<th>$T$</th>
<th>Idemp$_{T_1}$</th>
<th>$T_1 = T_L$</th>
<th>$T_1 = T_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_T$</td>
<td>$\subseteq$ Idemp$_{T_1}$</td>
<td>$T_1 = T_L$</td>
<td>$T_1 = T_L$</td>
</tr>
<tr>
<td>$I_S$</td>
<td>$T_1 = T_L$</td>
<td>$T_1 = T_L$</td>
<td>$T_1 = T_L$</td>
</tr>
<tr>
<td>$I_{QL}$</td>
<td>$T_1 = T_L$</td>
<td>$T_1 = T_L$</td>
<td>$T_1 = T_L$</td>
</tr>
<tr>
<td>$I_D$</td>
<td>$T_1 = T_L$</td>
<td>$T_1 = T_L$</td>
<td>$T_1 = T_L$</td>
</tr>
</tbody>
</table>

Table 1. Characterization of R, S, QL and D-operators that are MP, MT and MPT-operators for a smooth t-norm $T_1$.
and D-implications derived from $T$. Then, the following statements are equivalent:

i) $I_{QL}$ is an MP-implication for $T^k$

ii) $I_D$ is an MP-implication for $T^k$

iii) $T$ is the Lukasiewicz t-norm $T_L$.

iv) $I_{QL} = I_D = I$ is the Kleene-Dienes implication.

The results for MT are summarized now in table 3.

- From the duality between MP and MT, we will be able to derive identical results for the case of modus tollens, to the ones obtained for the modus ponens, just by contraposition.

The only exception of this is for R-implications. In this case the results can not be derived from contraposition and we need to study MT independently of MP. However, we also obtain an identical result to the one obtained for modus ponens.

**Proposition 19** Let $T$ be a smooth t-norm and $I_T$ its corresponding R-implication. Then, $I_T$ is an MT-implication for $T^k$ if and only if $\text{Idemp}_T$ contains the set $[k, n]$.

In all remaining cases all results can be derived from contraposition. First of all, note that S-implications always satisfy contraposition with respect to the unique negation $N(x) = n - x$. On the other hand, D-operators are the contraposition (with respect to $N(x) = n - x$) of QL-operators and vice versa. Using these facts and the duality between MP and MT we can easily prove the results concerning MT.

**Proposition 20** Let $S$ be a smooth t-conorm and $I_S$ its corresponding S-implication. Then, the following statements are equivalent:

i) $I_S$ is an MP-implication for $T^k$

ii) $I_S$ is an MT-implication for $T^k$

iii) $I_S$ is an MPT-implication for $T^k$

iv) $\text{Idemp}_S$ contains the set $[0, n - k]$.

**Proposition 21** Suppose $n - k < k < n$. Let $T$ be a smooth t-norm and $I_{QL}$ and $I_D$ the corresponding QL and D-implications derived from $T$. Then, the following statements are equivalent:

i) $I_{QL}$ (and $I_D$) is an MP-implication for $T^k$

ii) $I_{QL}$ (and $I_D$) is an MT-implication for $T^k$

iii) $I_{QL}$ (and $I_D$) is an MPT-implication for $T^k$

iv) $T$ is the Lukasiewicz t-norm $T_L$.

v) $I_{QL} = I_D = I$ is the Kleene-Dienes implication.

The results for MT are summarized now in table 3.

<table>
<thead>
<tr>
<th>R-implication from $T$</th>
<th>MP-implication for $T^k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[k, n] \subseteq \text{Idemp}_T$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>S-implications from $S$</th>
<th>MP-implication for $T^k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[0, n - k] \subseteq \text{Idemp}_S$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>QL-implications from $T$</th>
<th>MP-implication for $T^k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T = T_L$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>D-implications from $T$</th>
<th>MP-implication for $T^k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T = T_L$</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Characterization of MP-implications for the t-norm $T^k$ with $n - k < k < n$.

On the other hand, the general case of QL and D-operators is not so easy. That is, when these operators are derived from a smooth t-conorm $S$ different from $S_L$. In this case, we can give only some partial results, as follows:

- When $S = \max$, for any smooth t-norm $T$, the QL-operator given by
  
  $I_{QL}(x, y) = \max(n - x, T(x, y))$

  and the D-operator given by
  
  $I_D(x, y) = \max(T(n - x, n - y), y)$

  are MP-operators for $T^k$ $(n - k \leq k \leq n)$.

- When $S(x, x) = x$ for all $x \leq n - k$, both the QL and the D-operator derived from $S$ and any smooth t-norm $T$ are MP-operators for $T^k$.

Finally, we want to deal with the MT-property for $T^k$.

From the duality between MP and MT, we will be able to derive identical results for the case of modus tollens, to the ones obtained for the modus ponens, just by contraposition.
MT-implication for $T^k$

<table>
<thead>
<tr>
<th></th>
<th>R-implication from $T$</th>
<th>S-implications from $S$</th>
<th>QL-implications from $T$</th>
<th>D-implications from $T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[k, n] \subseteq \text{Idemp}_T$</td>
<td>$[0, n-k] \subseteq \text{Idemp}_S$</td>
<td>$T = T_L$</td>
<td>$T = T_L$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Characterization of MT-implications for the t-norm $T^k$ with $n-k < k < n$.

To finish, note that the general case of modus ponens for QL and D-operators can be translated also for modus tollens via duality, obtaining again exactly the same results.

In view of the characterizations of MP and MT conditions, since both coincide in all four cases, it is clear that in each case the corresponding characterization also works in fact for the MPT-condition.

5 Conclusion

The two main inference rules, modus ponens (MP) and modus tollens (MT), are studied for the four most usual classes of discrete implications: R, S, QL and D-implications. A characterization of MP and a characterization of MT is given for all these kinds of implications, obtaining in the majority of cases the condition $T^1(x, n-x) = 0$, which directly derives (in the smooth case) into the Łukasiewicz t-norm. For this reason, the non-smooth case is also studied for a general class of discrete t-norms $T^1$ that satisfy the condition above. In this study, a lot of new solutions among R, S, QL and D-implications, derived from smooth t-norms, is obtained for both properties MP and MT.
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Abstract

In this work we characterize (U, N)-implications obtained from disjunctive uninorms and continuous negations.

Keywords: Fuzzy implication, Uninorm, Fuzzy negation, (U, N)-implication.

1 Introduction

(U, N)-implications are some generalizations of (S, N)-implications, where a t-conorm S is replaced by a uninorm U. A similar generalization of residual implications from the setting of t-norms to the setting of uninorms has been done by De Baets and Fodor in [3]. Ruiz and Torrens have investigated quite extensively on fuzzy implications from uninorms [11] and their distributivity [10], [12].

Despite this interest, fuzzy implications obtained from uninorms are yet to be characterized. Recently, some characterizations of (S, N)-implications were given by the authors in [2]. In this work, along similar lines, we investigate and characterize (U, N)-implications obtained from continuous negations N.

After introducing the necessary preliminaries on the basic fuzzy logic operations, we list out some of the most desirable - but relevant to this work - properties of fuzzy implications and investigate their interdependencies. Following this we discuss the class of (U, N)-operations and the properties they satisfy. Finally, based on the above analysis, we derive a characterization for (U, N)-implications generated from continuous negations.

2 Basic Fuzzy Logic Operations

To make this work self-contained, we briefly mention some of the concepts and results employed in the rest of the work.

Definition 1 (see [4, 7]). A decreasing function N : [0, 1] → [0, 1] is called a fuzzy negation if N(0) = 1 and N(1) = 0. A fuzzy negation N is called

• strict if it is both strictly decreasing and continuous;

• strong if it is an involution, i.e., N(N(x)) = x for all x ∈ [0, 1].

It is well-known that if [a, b] and [c, d] are two closed subintervals of [−∞, +∞] and f : [a, b] → [c, d] is a monotone function, then the set of discontinuous points of f is a countable subset of [a, b] (see [9]). In this case we will use the pseudo-inverse f(−1) : [c, d] → [a, b] of a decreasing and non-constant function f defined by (see [7, Sect. 3.1])

f(−1)(y) = sup{x ∈ [a, b] | f(x) > y}, \quad y ∈ [c, d].

Lemma 1 ([2], Proposition 28). If N is a continuous fuzzy negation, then the function Ρ : [0, 1] → [0, 1] defined by

\[ Ρ(x) = \begin{cases} N^{(−1)}(x), & \text{if } x ∈ (0, 1], \\ 1, & \text{if } x = 0, \end{cases} \] (1)

is a strictly decreasing fuzzy negation. Moreover

\[ Ρ^{(−1)} = N, \] (2)

\[ N ◦ Ρ = id_{[0,1]}, \] (3)

\[ Ρ ◦ N \mid_{Ran(Ψ)} = id_{Ran(Ψ)}. \] (4)

Definition 2 (see [5]). An associative, commutative, increasing operation U : [0, 1][2 → [0, 1] is called a uninorm, if there exists an e ∈ [0, 1] (called the neutral element) such that

\[ U(e, x) = x, \quad x ∈ [0, 1]. \]

Remark 1. (i) If e = 0, then U is a t-conorm and if e = 1, then U is a t-norm.
(ii) It can be easily showed, that the neutral element $e$ corresponding to a uninorm $U$ is unique.

(iii) For any uninorm $U$ we have $U(0, 1) \in \{0, 1\}$.

(iv) A uninorm $U$ such that $U(0, 1) = 0$ is called a conjunctive uninorm and if $U(0, 1) = 1$ it is called a disjunctive uninorm.

Examples of fuzzy negations, uninorms as well as the different classes of uninorms (the classes $U_{min}, U_{max}$, representable uninorms, idempotent uninorms) can be found in recent literature (see [4, Chap. 1], [7, Sect. 10.2], [3, 5]).

3 Fuzzy Implications

3.1 Definition and Properties

In this work the following equivalent definition proposed by Fodor and Roubens [4] is used.

**Definition 3.** A function $I : [0, 1]^2 \to [0, 1]$ is called a fuzzy implication operation, or a fuzzy implication, if it satisfies the following conditions:

1. $I$ is decreasing in the first variable, \hspace{1cm} (I1)
2. $I$ is increasing in the second variable, \hspace{1cm} (I2)
   \begin{align*}
   I(0, 0) &= 1, \hspace{1cm} (I3) \\
   I(1, 1) &= 1, \hspace{1cm} (I4) \\
   I(1, 0) &= 0. \hspace{1cm} (I5)
   \end{align*}

The set of all fuzzy implications will be denoted by $\mathcal{FI}$.

Directly from the above definition we see that each fuzzy implication $I$ satisfies the following left and right boundary condition, respectively:

\begin{align*}
I(0, y) &= 1, \hspace{1cm} y \in [0, 1], \hspace{1cm} (LB) \\
I(x, 1) &= 1, \hspace{1cm} x \in [0, 1]. \hspace{1cm} (RB)
\end{align*}

Therefore, $I$ satisfies also the normality condition

\begin{equation}
I(0, 1) = 1. \hspace{1cm} (NC)
\end{equation}

Consequently, every fuzzy implication restricted to the set $\{0, 1\}^2$ coincides with the classical implication.

**Definition 4.** Let $I : [0, 1]^2 \to [0, 1]$ be any function and $\alpha \in [0, 1)$. The function $N^\alpha_I$ given by

\begin{equation}
N^\alpha_I(x) = I(x, \alpha), \hspace{1cm} x \in [0, 1]
\end{equation}

is called the natural negation of $I$ with respect to $\alpha$.

**Lemma 2.** Let $I : [0, 1]^2 \to [0, 1]$ be any function and $\alpha \in [0, 1)$ be arbitrary but fixed. Then the following statements are equivalent:

1. $N^\alpha_I$ is a fuzzy negation.
2. $I(0, \alpha) = 1$ and $I(1, \alpha) = 0$.

**Proof.** (i) $\implies$ (ii) Since $N^\alpha_I$ is a fuzzy negation, $I(0, \alpha) = N^\alpha_I(0) = 1$ and $I(1, \alpha) = N^\alpha_I(1) = 0$.

(ii) $\implies$ (i) This implication is obvious from the definition of a fuzzy negation.

It should be noted that for any $I \in \mathcal{FI}$ we have (I5), so for $\alpha = 0$ we have the natural negation $N_I = N^0_I$ of $I$. Also $\alpha$ should be less than 1, since $I(1, 1) = 1$.

In the following we list out some of the desirable properties of fuzzy implications:

**Definition 5.** Let $I$ be a fuzzy implication and $N$ a fuzzy negation.

1. $I$ is said to have the exchange principle, if

\begin{equation}
I(x, I(y, z)) = I(y, I(x, z)), \hspace{1cm} (EP)
\end{equation}

for all $x, y, z \in [0, 1]$,

2. $I$ is said to satisfy the law of left contraposition with respect to $N$ if, for any $x, y \in [0, 1]$,

\begin{equation}
I(N(x), y) = I(N(y), x). \hspace{1cm} (L-CP)
\end{equation}

3. $I$ is said to satisfy the law of right contraposition with respect to $N$ if, for any $x, y \in [0, 1]$,

\begin{equation}
I(x, N(y)) = I(y, N(x)). \hspace{1cm} (R-CP)
\end{equation}

4. $I$ is said to satisfy the law of contraposition with respect to $N$ if, for any $x, y \in [0, 1]$,

\begin{equation}
I(x, y) = I(N(y), N(x)). \hspace{1cm} (CP)
\end{equation}

**Lemma 3 ([2], Lemma 17).** Let $I : [0, 1]^2 \to [0, 1]$ be any function and $N$ a continuous fuzzy negation.

1. If $I$ satisfies (I1) and R-CP($N$), then $I$ satisfies (I2).
2. If $I$ satisfies (I2) and R-CP($N$), then $I$ satisfies (I1).

**Lemma 4.** Let $I : [0, 1]^2 \to [0, 1]$ and $N^\alpha_I$ be a fuzzy negation for an arbitrary but fixed $\alpha \in [0, 1)$.

1. If $I$ satisfies (I2), then $I$ satisfies (I5).
2. Let $I$ have (I2) and (EP). Then $I$ satisfies (I3) if and only if $I$ satisfies (I4).
3. If $I$ satisfies (EP), then $I$ satisfies R-CP($N^\alpha_I$),
Proof. (i) Since \(N_I^\alpha\) is a fuzzy negation and \(I\) satisfies (I2) we get \(I(1, 0) \leq I(1, \alpha) = N_I^\alpha(1) = 0\).

(ii) Let \(I\) have (I2) and (EP). If \(I\) satisfies (I4), then since \(N_I^\alpha(0) = 1\) we have \(1 = I(1, 1) = I(1, N_I^\alpha(0)) = I(1, I(0, \alpha)) = I(0, I(1, \alpha)) = I(0, N_I^\alpha(1)) = I(0, 0) = 1\), i.e., \(I\) satisfies (I3).

The reverse implication can be shown similarly.

(iii) Since \(x, y\) for any \(N\) such that satisfies L-CP((1), \(N\)), \(N_I^\alpha\) is a strict decreasing fuzzy negation such that \(N_I^\alpha \circ N = \text{id}_{[0,1]}\) and \(I\) satisfies (EP), then \(I\) satisfies L-CP(\(N\)).

\[I(N(x), y) = I(N(x), N_I^\alpha \circ N(y)) = I(x, I(N(y), \alpha)) = I(y, I(x, \alpha)) = I(y, N_I^\alpha(x)), \quad \text{i.e.,} \quad I \text{ has R-CP}(N_I^\alpha).\]

Lemma 5. Let \(I\) be any fuzzy implication and \(N_I^\alpha\) be a continuous fuzzy negation for an arbitrary but fixed \(\alpha \in [0,1]\). If \(N\) is a strictly decreasing fuzzy negation such that \(N_I^\alpha \circ N = \text{id}_{[0,1]}\) and \(I\) satisfies (EP), then \(I\) satisfies L-CP(\(N\)).

Proof. By our assumptions we get

\[I(N(x), y) = I(N(x), N_I^\alpha \circ N(y)) = I(N(x), I(N(y), \alpha)) = I(N(y), I(N(x), \alpha)) = I(N(y), N_I^\alpha \circ N(x)) = I(N(y), x),\]

for any \(x, y \in [0,1]\).

Remark 2. Under the assumptions of Lemma 5, we have:

(i) If \(N_I^\alpha\) is a strict negation, then \(I\) satisfies L-CP((\(N_I^\alpha\))^{-1}).

(ii) If \(N_I^\alpha\) is a strong negation, then \(I\) satisfies CP(\(N_I^\alpha\)).

3.2 (S, N)-Implications and their Characterization

In this section, we give a brief introduction to one of the families of fuzzy implications that is very well studied in the fuzzy literature.

Definition 6 (cf. [1, 4, 13]). A function \(I: [0,1]^2 \rightarrow [0,1]\) is called an (S, N)-implication, if there exist a t-conorm \(S\) and a fuzzy negation \(N\) such that

\[I(x, y) = S(N(x), y), \quad x, y \in [0,1].\]

If \(N\) is a strong negation, then \(I\) is called a strong implication (S-implication, for short).

The following characterization of some subclasses of (S, N)-implications is from [2], which is an extension of a result in [13].

Theorem 1 ([2]). For a function \(I: [0,1]^2 \rightarrow [0,1]\) the following statements are equivalent:

(i) \(I\) is an (S, N)-implication generated from some t-conorm \(S\) and some continuous (strict, strong) fuzzy negation \(N\).

(ii) \(I\) satisfies (I1), (EP) and the function \(N_I\) is a continuous (strict, strong) fuzzy negation.

Moreover, the representation of (S, N)-implication is unique in this case.

In Theorem 1, the property (I1) can be substituted by (I2). Moreover, axioms in the above theorem are independent from each other.

4 (U, N)-Operations and (U, N)-Implications

A natural generalization of (S, N)-implications in the uninorm framework is to consider a uninorm in the place of a t-conorm.

4.1 Definition and Properties

Definition 7. A function \(I: [0,1]^2 \rightarrow [0,1]\) is called a (U, N)-operation, if there exist a uninorm \(U\) and a fuzzy negation \(N\) such that

\[I_{U,N}(x, y) = U(N(x), y), \quad x, y \in [0,1].\]

If a (U, N)-operation is generated from \(U\) and \(N\), then we will often denote this by \(I_{U,N}\).

Proposition 1. If \(I_{U,N}\) is a (U, N)-operation, then

(i) \(I_{U,N}\) satisfies (I1), (I2), (I5), (NC) and (EP),

(ii) \(N_{I_{U,N}} = N\) and \(I_{U,N}\) satisfies R-CP(\(N\)),

(iii) if \(N\) is strict, then \(I_{U,N}\) satisfies L-CP(\(N^{-1}\)),

(iv) if \(N\) is strong, then \(I_{U,N}\) satisfies CP(\(N\)).

Proof. (i) By the monotonicity of \(U\) and \(N\) we get that \(I_{U,N}\) satisfies (I1) and (I2). Moreover, it can be easily verified that \(I_{U,N}\) satisfies (I5) and (NC). Finally, from the associativity and the commutativity of \(U\) we have also (EP).

(ii) For any \(x \in [0,1]\) we have

\[N_{I_{U,N}}(x) = I_{U,N}(x, e) = U(N(x), e) = N(x).\]

Next, since \(I_{U,N}\) satisfies (EP), from Lemma 4(iii) with \(\alpha = e\) we have that \(I_{U,N}\) satisfies R-CP(\(N\)).
(iii) If $N$ is a strict negation, then because of Remark 2(i) we can deduce that $I_{U,N}$ satisfies L-CP($N^{-1}$).

(iv) If $N$ is a strong negation, then because of Remark 2(ii) we can deduce that $I_{U,N}$ satisfies CP($N$).

\[ \square \]

If $e = 0$, then $U$ is a t-conorm and $I_{U,N}$, as an $(S, N)$-implications, is always a fuzzy implication. If $e = 1$, then $U$ is a t-norm and $I_{U,N}$ is not a fuzzy implication, since (I3) is violated. If $e \in (0,1)$, then not for every uninorm $U$ the $(U, N)$-operation is a fuzzy implication. Next results characterize these $(U, N)$-operation, which satisfy (I3) and (I4).

**Theorem 2** (cf. [3]). Let $U$ be a uninorm with the neutral element $e \in (0,1)$. Then the following statements are equivalent:

(i) The function $I_{U,N}$ as defined in (6) is a fuzzy implication.

(ii) $U$ is a disjunctive uninorm, i.e., $U(0,1) = 1$.

**Proof.** Let $U$ be a uninorm with the neutral element $e \in (0,1)$.

(i) $\implies$ (ii) If $I_{U,N}$ as defined in (6) is a fuzzy implication, then from (I3) we have $U(0,1) = U(1,0) = I_{U,N}(0,0) = 1$.

(ii) $\implies$ (i) Assume that $U(0,1) = 1$. From Proposition 1 it is enough to show only (I3) and (I4):

\[ I_{U,N}(0,0) = U(N(0), 0) = U(1,0) = U(0,1) = 1, \]

\[ I_{U,N}(1,1) = U(N(1), 1) = U(0,1) = 1. \]

\[ \square \]

Following the terminology used by Mas et al. [8] for QL-implications, only if the $(U, N)$-operation $I_{U,N}$ is a fuzzy implication we use the term $(U, N)$-implication.

**Lemma 6.** Let $I_{U,N}$ be a $(U, N)$-implication obtained from a uninorm $U$ with $e \in (0,1)$ as its neutral element and continuous negation $N$. Let $\alpha \in (0,1)$ be an arbitrary but fixed number. Then the following statements are equivalent:

(i) $N^\alpha_{I_{U,N}} = N$.  

(ii) $\alpha = e$.

**Proof.** Let $e \in (0,1)$ be the neutral element of $U$ and $\alpha \in (0,1)$ be an arbitrary but fixed number.

(i) $\implies$ (ii) If $N^\alpha_{I_{U,N}} = N$, then since $N$ is continuous there exists an $e'$ such that $e = N(e')$ and $N^\alpha_{I_{U,N}}(e') = I_{U,N}(e', \alpha) = U(N(e'), \alpha) = N(e') = e$. But $U(N(e'), \alpha) = U(e, \alpha) = \alpha$, because $e$ is the neutral element of $U$. Hence $\alpha = e$.

(ii) $\implies$ (i) On the other hand, if $\alpha = e$, then

\[ N^\alpha_{I_{U,N}}(x) = I_{U,N}(x, \alpha) = I_{U,N}(x,e) = U(N(x), e) = N(x) \]

for all $x \in [0,1]$, i.e., $N^\alpha_{I_{U,N}} = N$.

\[ \square \]

**4.2 Characterizations of $(U, N)$-Implications**

We start our presentation with following result.

**Proposition 2.** Let $I$ be a fuzzy implication and $N$ any fuzzy negation. If we define a binary operation $U_{1,N}$ on $[0,1]$ as follows

\[ U_{1,N}(x,y) = I(N(x), y), \quad x, y \in [0,1], \]  

(7)

then

(i) $U_{1,N}(x,1) = U_{1,N}(1,x) = 1$ for all $x \in [0,1]$, in particular $U_{1,N}(0,1) = 1$,

(ii) $U_{1,N}$ is increasing in both the variables,

(iii) $U_{1,N}$ is commutative if and only if $I$ has L-CP($N$).

In addition, if $I$ has L-CP($N$), then

(iv) $U_{1,N}$ is associative if and only if $I$ satisfies the exchange property (EP).

(v) an arbitrary $\alpha \in (0,1)$ is the neutral element of $U_{1,N}$ if and only if $N^\alpha_I \circ N = \text{id}_{[0,1]}$.

**Proof.** (i) Let $x \in [0,1]$. By the boundary condition (RB) on $I$ we have $U_{1,N}(x,1) = I(N(x),1) = 1$. Also, $U_{1,N}(1,x) = I(N(1),x) = I(0,x) = 1$ again by (LB) of $I$.

(ii) That $U_{1,N}$ is increasing in both variables is a direct consequence of the monotonicity of $I$ and $N$.

(iii) If $U_{1,N}$ is commutative, then for all $x, y \in [0,1]$ we get $I(N(x), y) = U_{1,N}(x,y) = U_{1,N}(y,x) = I(N(y), x)$, i.e., $I$ satisfies L-CP($N$). The reverse implication can be obtained by retracing the above steps.
(iv) Let \( x, y, z \in [0,1] \). If \( I \) satisfies (EP), then
\[
U_{I,N}(x,U_{I,N}(y,z)) = I(N(x), I(N(y), z))
= I(N(z), I(N(x), y))
= I(N(I(N(x), y)), z)
= I(N(U_{I,N}(x,y)), z)
= U_{I}(U_{I,N}(x,y), z).
\]
On the other hand, if \( U_{I,N} \) is associative, then
\[
I(x,I(y,z)) = U_{I,N}(U_{I,N}(N(x),U_{I,N}(N(y),z))
= U_{I,N}(U_{I,N}(N(y),U_{I,N}(N(x),z))
= I(y,I(x,z)).
\]

(v) Let \( \alpha \in (0,1) \) be arbitrary fixed. If \( \alpha \) is the neutral element of \( U_{I,N} \), then, for any \( x \in [0,1] \), we have \( x = U_{I,N}(x,\alpha) = I(N(x), \alpha) = N_{\alpha}^{-1}(N(x)) \).

Conversely, if \( N_{\alpha}^{-1} \circ N = id_{[0,1]} \), then, for any \( x \in [0,1] \) we get \( U_{I,N}(\alpha,x) = U_{I,N}(x,\alpha) = I(N(x), \alpha) = N_{\alpha}^{-1}(N(x)) = x \) and \( \alpha \) is the neutral element of \( U_{I,N} \).

If \( N_{\alpha} \) is a continuous fuzzy negation for an arbitrary but fixed \( \alpha \in (0,1) \), then by Lemma 1 and previous results we can consider the modified pseudo-inverse \( \Psi_{I}^{\alpha} \) given by
\[
\Psi_{I}^{\alpha}(x) = \begin{cases} (N_{\alpha}^{-1})^{-1}(x), & \text{if } x \in (0,1], \\ 1, & \text{if } x = 0, \end{cases}
\]
(8)
as the potential candidate for the fuzzy negation \( N \) in (7). Hence from Lemma 5 with \( N = \Psi_{I}^{\alpha} \) we obtain the following result.

Corollary 1 (cf. [2], Corollary 29). If a fuzzy implication \( I \) satisfies (EP) and \( N_{\alpha} \), the natural negation of I with respect to an arbitrary but fixed \( \alpha \in (0,1) \), is a continuous fuzzy negation, then \( I \) satisfies (L-CP) with \( \Psi_{I}^{\alpha} \) from (8).

Hence, if a fuzzy implication \( I \) satisfies (EP) and \( N_{\alpha} \) is a continuous fuzzy negation for some \( \alpha \in (0,1) \), then we conclude that the formula (7) can be considered for the modified pseudo-inverse of the natural negation of \( I \).

Corollary 2. If \( I \in FI \) satisfies (EP) and \( N_{\alpha} \) is a continuous fuzzy negation with respect to an arbitrary but fixed \( \alpha \in (0,1) \), then the function \( U_{I} \) defined by
\[
U_{I}(x,y) = I(\Psi_{I}^{\alpha}(x), y), \quad x,y \in [0,1]
\]
is a disjunctive uninorm with neutral element \( \alpha \), where \( \Psi_{I}^{\alpha} \) is as defined in (8).

Theorem 3. For a function \( I : [0,1]^2 \to [0,1] \) the following statements are equivalent:

(i) \( I \) is an \((U,N)\)-operation generated from some disjunctive uninorm \( U \) with neutral element \( e \in (0,1) \) and some continuous fuzzy negation \( N \).

(ii) \( I \) is an \((U,N)\)-implication generated from some uninorm \( U \) with neutral element \( e \in (0,1) \) and some continuous fuzzy negation \( N \).

(iii) \( I \) satisfies (I1), (I3), (EP) and the function \( N_{\alpha}^{e} \) is a continuous negation for some \( e \in (0,1) \).

Moreover, the representation (6) of \((U,N)\)-implication is unique in this case.

Proof. That (i) is equivalent to (ii) follows immediately from Theorem 2.

\( \Rightarrow \) (iii) Assume, that \( I \) is an \((U,N)\)-implication based on a uninorm \( U \) with neutral element \( e \in (0,1) \) and a continuous negation \( N \). Since every \((U,N)\)-implication is a fuzzy implication, \( I \) satisfies (I1) and (I3). Moreover, by Proposition 1 it satisfies (EP) and \( N_{\alpha}^{e} = N \). In particular \( N_{\alpha}^{e} \) is continuous.

\( \Rightarrow \) (i) Firstly see, that from Lemma 4(iii) it follows that \( I \) satisfies (R-CP) with respect to the continuous \( N_{\alpha}^{e} \). Next, Lemma 3(i) implies that \( I \) satisfies (I2). Once again from Lemma 4(i) and (ii) we have that \( I \) satisfies (I3), (I4) and (I5), and hence \( I \in FI \). Further, by virtue of Lemmas 1 and 5 the implication \( I \) satisfies \( L-CP(\Psi_{I}^{\alpha}) \). Because of Corollary 2 the function \( U_{I} \) defined by (9) is a disjunctive uninorm with the neutral element \( e \).

We will show that \( U_{I,N_{\alpha}^{e}} = I \). Fix arbitrarily \( x, y \in [0,1] \). If \( x \in Ran(\Psi_{I}^{\alpha}) \), then by (4) we have
\[
U_{I,N_{\alpha}^{e}}(x,y) = U_{I}(N_{\alpha}^{e}(x), y) = I(N_{\alpha}^{e}(x), y) = I(x,y).
\]
If \( x \notin Ran(\Psi_{I}^{\alpha}) \), then from the continuity of \( N_{\alpha}^{e} \) there exists \( x_{0} \in Ran(\Psi_{I}^{\alpha}) \) such that \( N_{\alpha}^{e}(x) = N_{\alpha}^{e}(x_{0}) \). Firstly see, that \( I(x,y) = I(x_{0},y) \) for all \( y \in [0,1] \). Indeed, let us fix arbitrarily \( y \in [0,1] \). From the continuity of \( N_{\alpha}^{e} \) there exists \( y' \in [0,1] \) such that \( N_{\alpha}^{e}(y') = y \), so
\[
I(x,y) = I(x,N_{\alpha}^{e}(y')) = I(y',N_{\alpha}^{e}(x)) = I(y',N_{\alpha}^{e}(x_{0})) = I(x_{0},N_{\alpha}^{e}(y')) = I(x_{0},y).
\]
From the above fact we get
\[
U_{I,N_{\alpha}^{e}}(x,y) = U_{I}(N_{\alpha}^{e}(x), y) = U_{I}(N_{\alpha}^{e}(x_{0}), y) = I(x_{0}, y) = I(x,y),
\]
so \( I \) is an \((U,N)\)-implication.

Finally, assume that there exist two continuous fuzzy
negations \(N_1, N_2\) and two uninorms \(U_1, U_2\) with neutral elements \(e, e' \in (0, 1)\), respectively, such that \(I(x, y) = U_1(N_1(x), y) = U_2(N_2(x), y)\) for all \(x, y \in [0, 1]\). Fix arbitrarily \(x_0, y_0 \in [0, 1]\). Firstly observe that from Proposition 1 we get \(N_1 \equiv N_2 \equiv N_1^f \equiv N_2^f\). By virtue of Lemma 6 we get, that \(e' = e\).

Now, since \(N_1^f\) is a continuous negation there exists \(x_1 \in [0, 1]\) such that \(N_1^f(x_1) = x_0\). Thus \(U_1(x_0, y_0) = U_1(N_1^f(x_1), y_0) = U_2(N_2(x_1), y_0) = U_2(x_0, y_0)\), i.e., \(U_1 = U_2\). Hence \(N\) and \(U\) are uniquely determined. In fact \(U = U_I\) defined by (9).

In above theorem the property (I1) can be substituted by (I2) and the property (I3) can be substituted by (I4). Moreover, the above axioms are independent from each other.

Now, the following result easily follows:

**Theorem 4.** For a function \(I: [0, 1]^2 \to [0, 1]\) the following statements are equivalent:

(i) \(I\) is an \((U, N)\)-implication generated from some disjunctive uninorm \(U\) with neutral element \(e \in (0, 1)\) and some strict (strong) fuzzy negation \(N\).

(ii) \(I\) satisfies (I1), (I3), (EP) and the function \(N_1^f\) is a strict (strong) negation.

Once again, the representations of the \((U, N)\)-implications described above are unique and the presented axioms are independent from each other. It is interesting, that using similar methods as in this section we are able to obtain the following characterization of \((U, N)\)-operations.

**Theorem 5.** For a function \(I: [0, 1]^2 \to [0, 1]\) the following statements are equivalent:

(i) \(I\) is an \((U, N)\)-operation generated from some uninorm \(U\) with neutral element \(e \in (0, 1)\) and some continuous fuzzy negation \(N\).

(ii) \(I\) satisfies (I1), (EP) and the function \(N_1^c\) is a continuous negation for some \(e \in (0, 1)\).

Once again, in the above theorems, the property (I1) can be substituted by (I2).

## 5 Concluding Remarks

In this work, we characterize \((U, N)\)-implications obtained from disjunctive uninorms \(U\) and continuous negations \(N\). Toward this end, we have investigated some desirable algebraic properties of fuzzy implications and obtained some characterization results. It should be noted, that \((U, N)\)-implications are closely related with \(e\)-implications investigated in [6], whose representation is still unknown.
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1 Introduction

The natural generalization of the implication in quantum logic to fuzzy logic – QL-operations – has not received as much attention as (S, N)- and R-implications. Perhaps, one of the reasons can be attributed to the fact that not all members of this family satisfy one of the main properties expected of a fuzzy implication, viz., left antitonicity. Also, in the earlier works, some conditions imposed on the fuzzy logic operations employed in the definition of QL-operations restricted both the class of operations from which they could be obtained and the properties these implications satisfied (see Remark 5 in Section 6.2 for details).

In this work, we study the family of QL-operations in fuzzy logic, without any restrictions on the underlying operations. We propose some necessary and/or sufficient conditions on the underlying operations under which QL-operations satisfy some of the most desirable algebraic properties. Finally, we return to the prime focus of this work, viz., the intersections that exist between the family of QL-implications and the families of (S, N)- and R-implications. Toward this end, we have also precisely determined the intersection of the families of (S, N)- and R-implications.

2 Preliminaries

Firstly we briefly mention some of the concepts and results employed in the rest of the work.

Definition 1 (see [5, 7, 8]). A decreasing function \( N: [0, 1] \rightarrow [0, 1] \) is called a fuzzy negation if \( N(0) = 1 \) and \( N(1) = 0 \). A fuzzy negation \( N \) is said to be

- strict if it is strictly decreasing and continuous;
- strong if it is an involution, i.e., \( N(N(x)) = x \) for all \( x \in [0, 1] \);
- non-vanishing if \( N(x) = 0 \iff x = 1 \);
- non-filling if \( N(x) = 1 \iff x = 0 \).

The classical negation \( N_C(x) = 1 - x \) is a strong negation, while \( N_K(x) = 1 - x^2 \) is only strict, whereas \( N_{D_1} \) and \( N_{D_2} \) are non-filling and non-vanishing negations, respectively, where:

\[
N_{D_1}(x) = \begin{cases} 
1, & \text{if } x = 0, \\
0, & \text{if } x > 0,
\end{cases} \quad N_{D_2}(x) = \begin{cases} 
1, & \text{if } x < 1, \\
0, & \text{if } x = 1.
\end{cases}
\]

Definition 2 (see [8]). An associative, commutative, increasing operation \( T: [0, 1]^2 \rightarrow [0, 1] \) is called a t-norm if it has neutral element equal to 1. An associative, commutative, increasing operation \( S: [0, 1]^2 \rightarrow [0, 1] \) is called a t-conorm if it has neutral element equal to 0. A t-norm \( T \) is said to be positive if \( T(x, y) = 0 \iff x = 0 \) or \( y = 0 \). A t-conorm \( S \) is said to be negative if \( S(x, y) = 1 \iff x = 1 \) or \( y = 1 \).
Table 1: Examples of \( t \)-norms

<table>
<thead>
<tr>
<th>Name</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_M ): minimum</td>
<td>( \min(x, y) )</td>
</tr>
<tr>
<td>( T_P ): product</td>
<td>( x \cdot y )</td>
</tr>
<tr>
<td>( T_L ): Łukasiewicz</td>
<td>( \max(x + y - 1, 0) )</td>
</tr>
</tbody>
</table>
| \( T_D \): drastic product | \( \begin{cases} 0, & \text{if } x, y \in [0, 1] \\
                        \min(x, y), & \text{otherwise} \end{cases} \) |
| \( T_NM \): nilpotent minimum | \( \begin{cases} 0, & \text{if } x + y \leq 1 \\
                        \min(x, y), & \text{otherwise} \end{cases} \) |

Table 2: Examples of \( t \)-conorms

<table>
<thead>
<tr>
<th>NAME</th>
<th>FORMULA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_M ): maximum</td>
<td>( \max(x, y) )</td>
</tr>
<tr>
<td>( S_P ): algebraic sum</td>
<td>( x + y - x \cdot y )</td>
</tr>
<tr>
<td>( S_L ): Łukasiewicz</td>
<td>( \max(x + y, 1) )</td>
</tr>
</tbody>
</table>
| \( S_D \): drastic sum   | \( \begin{cases} 1, & \text{if } x, y \in (0, 1] \\
                        \max(x, y), & \text{otherwise} \end{cases} \) |
| \( S_NM \): nilpotent maximum | \( \begin{cases} 1, & \text{if } x + y \geq 1 \\
                        \max(x, y), & \text{otherwise} \end{cases} \) |

Firstly, we show that one can obtain a fuzzy negation from any \( t \)-conorm \( S \) and discuss its relevance vis-à-vis the law of excluded middle, which in the classical case has the following form: \( p \lor \neg p \).

**Definition 3** (cf. [8], Definition 5.5.2). Let \( S \) be a \( t \)-conorm. A function \( N_S : [0, 1] \to [0, 1] \) defined as

\[
N_S(x) = \inf \{ y \in [0, 1] \mid S(x, y) = 1 \}, \quad x \in [0, 1],
\]

is called the natural negation of \( S \).

**Remark 1.** (i) It is easy to prove that \( N_S \) is a fuzzy negation for every \( t \)-conorm \( S \).

(ii) If \( S \) is a negative \( t \)-conorm, then \( N_S = N_{D2} \).

(iii) Let \( S \) be a \( t \)-conorm and \( x \in [0, 1] \) be fixed. Let us denote \( A_x = \{ y \in [0, 1] \mid S(x, y) = 1 \} \). Then \( 1 \in A_x \) and hence \( A_x \neq \emptyset \). If \( x_0 = \inf A_x \), then, by the monotonicity of \( S \), we have that either \( A_x = [x_0, 1] \) or \( A_x = (x_0, 1] \).

(iv) If \( S(x, y) = 1 \) for some \( x, y \in [0, 1] \), then \( y \geq N_S(x) \). On the other hand, since \( A_x \) is always an interval for every fixed \( x \in [0, 1] \), if \( y > N_S(x) \), then \( S(x, y) = 1 \).

**Definition 4** (cf. [5]). Let \( S \) be a \( t \)-conorm and \( N \) a fuzzy negation. We say that the pair \( (S, N) \) satisfies the law of excluded middle if

\[
S(N(x), x) = 1, \quad x \in [0, 1]. \quad \text{(LEM)}
\]

A graphical interpretation of (LEM) is as follows: the graph of the negation \( N \) demarcates the region on the unit square \([0, 1]^2\) above which \( S = 1 \). It is possible that there are a few more points below the graph of \( N \) on whom \( S \) assumes the value \( 1 \). For example, consider the Łukasiewicz \( t \)-conorm \( S_L \) and the strict negation \( N_K(x) = 1 - x^2 \). Then \( S_L(0.5, N(0.5)) = S_L(0.5, 0.75) = 1 \). Also notice that \( S_L(0.5, 0.5) = 1 \). On the other hand, it should be emphasized that \( S = S_D \) does not satisfy (LEM) with its natural negation \( N_{S_D} = N_{D1} \).

**Lemma 1.** If a \( t \)-conorm \( S \) and a fuzzy negation \( N \) satisfy (LEM), then

(i) \( N(x) \geq N_S(x) \), for all \( x \in [0, 1] \);

(ii) \( N_S \circ N(x) \leq x \), for all \( x \in [0, 1] \).

**Proof.** (i) On the contrary, if for some \( x_0 \in [0, 1] \) we have \( N(x_0) < N_S(x_0) \), then \( S(N(x_0), x_0) < 1 \) by Remark 1 (iv).

(ii) From Definition 3 we have, for any \( x \in [0, 1] \),

\[
N_S(N(x)) = \inf \{ y \in [0, 1] \mid S(N(x), y) = 1 \}.
\]

Now, since \( S(N(x), x) = 1 \), we get \( x \geq N_S(N(x)) \).

It follows from Remark 1 (ii) that if \( S \) is a negative \( t \)-conorm, then \( S \) satisfies (LEM) only with the greatest fuzzy negation \( N_{D2} \).

**Proposition 1.** If \( S \) is a right-continuous \( t \)-conorm with the natural negation \( N_S \), then the following statements are equivalent:

(i) \( N_S \) is continuous.

(ii) \( N_S \) is strong.

**Proof.** By the right-continuity of \( S \) we can show that the infimum in (1) reduces to minimum and thus the pair \( (S, N_S) \) satisfies (LEM). Hence \( x \geq N_S \circ N_S(x) \), so \( N_S(x) \leq N_S \circ N_S \circ N_S(x) \). On the other hand, since (LEM) holds for every \( x \in [0, 1] \) we have

\[
S(N_S \circ N_S(x), N_S(x)) = S(N_S(x), N_S \circ N_S(x)) = 1,
\]

which implies that \( N_S(x) \geq N_S \circ N_S \circ N_S(x) \). Since \( N_S \) is continuous, for every \( y \in [0, 1] \) there exists an \( x \in [0, 1] \) such that \( y = N_S(x) \). Therefore, from the above inequalities, we get that \( y = N_S \circ N_S(y) \) for every \( y \in [0, 1] \), i.e., \( N_S \) is a strong negation.

The reverse implication is obvious.

**Remark 2.** Just as one can obtain the natural negation \( N_S \) from a \( t \)-conorm, the natural negation of a \( t \)-norm \( T \) can be obtained as follows:

\[
N_T(x) = \sup \{ y \in [0, 1] \mid T(x, y) = 0 \}, \quad x \in [0, 1].
\]
The counterpart of the law of excluded middle is the law of contradiction
\[ T(N(x), x) = 0, \quad x \in [0, 1], \] (LC)
where \( T \) is a t-norm and \( N \) is a fuzzy negation. For more on the above laws of excluded middle and contradiction, see for example [5].

It should be noted, that the following relation exists between \( N_T \) and \( N_S \).

**Theorem 1** ([4]). Let \( T \) be a left-continuous t-norm with \( N_T \) being strong. If \( (T, N_T, S) \) form a De Morgan triple, i.e., \( S \) is the \( N_T \)-dual of \( T \), then \( S \) is right-continuous and \( N_S = N_T \).

### 3 Fuzzy Implications

In this work the following equivalent definition proposed by Fodor and Roubens [5] is used.

**Definition 5.** A function \( I : [0, 1]^2 \rightarrow [0, 1] \) is called a fuzzy implication if it satisfies the following conditions:

- \( I \) is decreasing in the first variable, \( (I1) \)
- \( I \) is increasing in the second variable, \( (I2) \)
- \( I(0, 0) = 1, \quad I(1, 1) = 1, \quad I(1, 0) = 0. \) \( (I3) \)

<table>
<thead>
<tr>
<th>Name</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_{KD} ): Kleene-Dienes</td>
<td>( \max(1 - x, y) )</td>
</tr>
<tr>
<td>( I_{LK} ): Łukasiewicz</td>
<td>( \min(1, 1 - x + y) )</td>
</tr>
</tbody>
</table>
| \( I_{FD} \): Fodor | \[
\begin{cases}
1, & \text{if } x \leq y \\
\max(1 - x, y), & \text{if } x > y
\end{cases}
\] |
| \( I_{SD} \) | \[
\begin{cases}
y, & \text{if } x = 1 \\
N(x), & \text{if } y = 0 \\
1, & \text{otherwise}
\end{cases}
\] |
| \( I_{TD} \) | \[
\begin{cases}
1, & \text{if } x < 1 \\
y, & \text{if } x = 1
\end{cases}
\] |
| \( I_{TM} \) | \[
\begin{cases}
1, & \text{if } x \leq y \\
S(N(x), y), & \text{if } x > y
\end{cases}
\] |
| \( I_{KP} \) | \( \min(1, 1 - x^2 + xy) \) |

Table 3: Examples of some fuzzy implications

Directly from Definition 5 we see that each fuzzy implication \( I \) satisfies the following left and right boundary condition, respectively:

- \( I(0, y) = 1, \quad y \in [0, 1], \) \( (LB) \)
- \( I(x, 1) = 1, \quad x \in [0, 1], \) \( (RB) \)

Therefore, \( I \) satisfies also the normality condition:
\[ I(0, 1) = 1. \] (NC)

**Definition 6.** A fuzzy implication \( I \) is said to satisfy

- the left neutrality property, if
  \[ I(1, y) = y, \quad y \in [0, 1]; \] \( (NP) \)
- the exchange principle, if for all \( x, y, z \in [0, 1], \)
  \[ I(x, I(y, z)) = I(y, I(x, z)); \] \( (EP) \)
- the identity principle, if
  \[ I(x, x) = 1, \quad x \in [0, 1]; \] \( (IP) \)
- the ordering property, if
  \[ I(x, y) = 1 \iff x \leq y, \quad x, y \in [0, 1]. \] \( (OP) \)

**Definition 7.** Let \( I \) be a fuzzy implication. The function \( N_I \) defined as \( N_I(x) := I(x, 0) \) for all \( x \in [0, 1] \), is called the natural negation of \( I \).

It can be easily shown that \( N_I \) is a fuzzy negation.

**Proposition 2** (cf. [5], Corollary 1.1; [2], Lemma 14). If a function \( I : [0, 1]^2 \rightarrow [0, 1] \) satisfies (EP) and (OP), then \( N_I \) is either a strong negation or a discontinuous negation.

### 4 \((S, N)\)-Implications and \(R\)-Implications

In this section, we give a brief introduction to two of the families of fuzzy implications that are very well studied in the literature and present some characterizations and results that will be useful in the sequel.

**Definition 8** (see [1, 3, 5, 10]). A function \( I : [0, 1]^2 \rightarrow [0, 1] \) is called an \((S, N)\)-implication if there exist a t-conorm \( S \) and a fuzzy negation \( N \) such that
\[ I(x, y) = S(N(x), y), \quad x, y \in [0, 1]. \]

If \( N \) is a strong negation, then \( I \) is called an \( S \)-implication. Moreover, if \( I \) is generated from \( S \) and \( N \), then we will often write \( I_{S,N} \).

The following characterization of \((S, N)\)-implications are from [3], which is an extension of a result in [10].

**Theorem 2.** For a function \( I : [0, 1]^2 \rightarrow [0, 1] \) the following statements are equivalent:

(i) \( I \) is an \((S, N)\)-implication generated from some t-conorm \( S \) and some continuous (strict, strong) fuzzy negation \( N \).

(ii) \( I \) satisfies (I2), (EP) and the function \( N_I \) is a continuous (strict, strong) fuzzy negation.
Definition 9 (see [5, 7]). A function $I : [0, 1]^2 \to [0, 1]$ is called an $R$-implication if there exists a $t$-norm $T$ such that for all $x, y \in [0, 1],$

$$I(x, y) = \sup \{ t \in [0, 1] : T(x, t) \leq y \}. \quad (2)$$

If $I$ is generated from $T$, then we will often write $I_T$. In this work we only consider $I_T$ from left-continuous $t$-norms, in which case the supremum in (2) reduces to maximum (see [7]).

Theorem 3 ([5], Theorem 1.14). For a function $I : [0, 1]^2 \to [0, 1]$ the following statements are equivalent:

(i) $I$ is an $R$-implication based on some left-continuous $t$-norm $T$.

(ii) $I$ satisfies (I2), (EP), (OP) and $I(x, \cdot)$ is right-continuous for any fixed $x \in [0, 1]$.

It can be immediately noted that $N_T(\cdot) = I_T(\cdot, 0)$, where $I_T$ is obtained from a $t$-norm $T$. From the above we see that for a left-continuous $t$-norm $T$, the fuzzy negation $N_T$ is either strong or discontinuous. Therefore Proposition 1 can also be seen as the dual of above result.

We also have the following connections between a left-continuous $t$-norm $T$ and the $R$-implication $I_T$.

Lemma 2 (cf. [5, 7]). (i) If $T$ is a left-continuous $t$-norm, then $T = T_{I_T}$, where, for all $x, y \in [0, 1],$

$$T_{I_T}(x, y) = \min\{ t \in [0, 1] : I_T(x, t) \geq y \}.$$  

(ii) $T$ is a left-continuous $t$-norm if and only $T$ and $I_T$ form an adjoint (residual) pair, i.e.,

$$T(x, y) \leq z \iff I_T(x, z) \geq y. \quad (RP)$$

Theorem 4 ([2], Theorem 15). If a function $I : [0, 1]^2 \to [0, 1]$ satisfies (EP), (OP) and $N_I$ is a strong negation, then $T : [0, 1]^2 \to [0, 1]$ defined as

$$T(x, y) = N_I(I(x, N_I(y))), \quad x, y \in [0, 1],$$

is a $t$-norm. Additionally, $T$ and $I$ satisfy (RP).

5 QL-Operations and QL-Implications

While $(S, N)$- and $R$-implications are the generalizations of a material and intuitionistic-logic implications, in this section we deal with yet another popular way of obtaining fuzzy implications - as the generalization of the following implication defined in quantum logic:

$$p \rightarrow q \equiv \neg p \lor (p \land q).$$

Needless to state, when the truth values are restricted to $\{0, 1\}$ its truth table coincides with the classical implication. In this section we deal with the generalization of the above implication.

Definition 10 (cf. [5, 9]). A function $I : [0, 1]^2 \to [0, 1]$ is called a $QL$-operation if there exist a $t$-norm $T$, a $t$-conorm $S$ and a fuzzy negation $N$ such that

$$I(x, y) = S(N(x), T(x, y)), \quad x, y \in [0, 1].$$

If $I$ is generated from the triple $(T, S, N)$, then we will often write $I_{T,S,N}$ instead of $I$.

Firstly, we investigate some properties of $QL$-operations. We will see that not all $QL$-operation are fuzzy implications in the sense of Definition 5. The proof of the following proposition can be obtained in a straightforward manner.

Proposition 3. If $I_{T,S,N}$ is a $QL$-operation, then $I_{T,S,N}$ satisfies (I2), (I3), (NC), (LB), (NP) and $N_{I_{T,S,N}} = N$.

Remark 3. $I_{T,S,N}$ does not always satisfy (I1). For example, consider the function $I_Z(x, y) = \max(1 - x, \min(x, y))$, called the Zadeh implication in the literature (see [5]). Let $x_1 = 0.7 < 0.8 = x_2$ and $y = 0.9$. Then $I_Z(x_1, y) = 0.7 < 0.8 = I_Z(x_2, y)$ and hence $I_Z$ does not satisfy (I1), but it is a $QL$-operation obtained from the triple $(T_M, S_M, N_C)$. On the other hand, the Kleene-Dienes fuzzy implication $I_{KD}$ is a $QL$-operation obtained from the triple $(I_L, S_L, N_C)$ (see Table 4).

Therefore the first main problem is connected with the characterization of those $QL$-operations which satisfy (I1). Unfortunately, only partial results are known in the literature. A characterization of $QL$-operations satisfying (I1) is given in [9] for some continuous cases.

Lemma 3. If a $QL$-operation $I_{T,S,N}$ obtained from a triple $(T, S, N)$ is a fuzzy implication, then the pair $(S, N)$ satisfies the law of excluded middle (LEM).

That the condition in the above Lemma is only necessary but not sufficient can be seen from the $I_{T,S,N}$ obtained from the triple $(I_P, S_{NM}, N_C)$ which is not a fuzzy implication.

The following results are easy to obtain from Lemma 1.

Proposition 4. If a fuzzy negation $N$ in a triple $(T, S, N)$ is less than $N_S$, then the pair $(S, N)$ does not satisfy (LEM) and hence the $QL$-operation $I_{T,S,N}$ is not a fuzzy implication.

Proposition 5. A $QL$-operation $I_{T,S,N}$ obtained from a triple $(T, S, N)$, where $S$ is a negative $t$-conorm, is a fuzzy implication if and only if $N = N_{D_2}$. Moreover, $I_{T,S,N} = I_{TD}$, in this case (see Tables 3 and 4).
Following the terminology used by Mas et al. [9], only if the QL-operation \( I_{T,S,N} \) is a fuzzy implication we use the term QL-implication.

(i) \( I_{T,S,N} \) satisfies (IP).

(ii) \( T(x,x) \geq N_S \circ N(x) \), for all \( x \in [0,1] \).

**Proof.** (i) \( \Rightarrow \) (ii) If \( I_{T,S,N} \) satisfies (IP), then for any \( x \in [0,1] \) we have \( I_{T,S,N}(x,x) = S(N(x),T(x,x)) = 1 \). From Remark 1 (iv) we have that \( T(x,x) \geq N_S \circ N(x) \) for all \( x \in [0,1] \).

(ii) \( \Rightarrow \) (i) By Definition 3 and by right-continuity of \( S \), for any \( x \in [0,1] \), \( N_S \circ N(x) = \min A_{N(x)} \). From Remark 1 (iv), \( T(x,x) \geq N_S \circ N(x) \) for all \( x \in [0,1] \) implies that \( T(x,x) \in A_{N(x)} \) and hence \( S(N(x),T(x,x)) = 1 \), i.e., for any \( x \in [0,1] \), \( I_{T,S,N}(x,x) = S(N(x),T(x,x)) = 1 \), so \( I_{T,S,N} \) satisfies (IP).

**Example 1.** Let us consider the QL-implication \( I_{KP} \) obtained from the triple \((T_P,S_L,N_K)\). Since \( N_{SL}(x) = 1-x \), note also that, \( N_S \circ N_K(x) = 1-N_K(x) = 1-(1-x^2) = x^2 \) and hence \( T_P(x,x) = N_S \circ N_K(x) \) for all \( x \in [0,1] \). It is easy to note that \( I_{KP} \) has (IP).

Observe, that if \( S \) is negative, then from Proposition 5 we note that the QL-implications \( I_{T,S,N} \) obtained, viz., \( I_{TD} \), satisfy (IP). Also if

- \( T \) is any \( t \)-norm, \( S \) a \( t \)-conorm and \( N = N_{D2} \), or
- \( T = T_M \), \( S \) is a \( t \)-conorm and \( N \) a fuzzy negation such that they satisfy (LEM), or
- \( T \) is a positive \( t \)-norm, \( S = S_D \) and \( N \) a non-vanishing negation,

then a QL-implication \( I_{T,S,N} \) obtained from the triple \((T,S,N)\) satisfies (IP).

**Remark 5.** Trillas and Valverde in [10] require the negation \( N \) in the definition of a QL-implication to be strong. Also the \( t \)-norm \( T \) and \( t \)-conorm \( S \) are continuous, and are expected to form a De Morgan triple with the negation \( N \). In fact, in Theorem 3.2 of the same work, under these restrictions, condition (ii) of Theorem 6 has been obtained. From their proof, it is clear that the considered \( T \) and \( S \) are both continuous and Archimedean and hence either they are strict or nilpotent, in which case they show that condition (ii) is not satisfied and hence the claim that “QL-implications never satisfy (IP)”. Whereas from the QL-implications \( I_{TD} \) and \( I_{KP} \) we see that \( I_{T,S,N} \) does have (IP).

### 6.2 QL-Operations and the Identity Principle

We start our investigations with the following result.

**Theorem 6.** (cf. [10], Theorem 3.2). For a QL-operation \( I_{T,S,N} \) obtained from a triple \((T,S,N)\), where \( S \) is a right-continuous \( t \)-conorm, the following statements are equivalent:

(i) \( I_{T,S,N} \) satisfies (IP).

(ii) \( T(x,x) \geq N_S \circ N(x) \), for all \( x \in [0,1] \).

**Proof.** (i) \( \Rightarrow \) (ii) If \( I_{T,S,N} \) satisfies (IP), then for any \( x \in [0,1] \) we have \( I_{T,S,N}(x,x) = S(N(x),T(x,x)) = 1 \). From Remark 1 (iv) we have that \( T(x,x) \geq N_S \circ N(x) \) for all \( x \in [0,1] \),

(ii) \( \Rightarrow \) (i) By Definition 3 and by right-continuity of \( S \), for any \( x \in [0,1] \), \( N_S \circ N(x) = \min A_{N(x)} \). From Remark 1 (iv), \( T(x,x) \geq N_S \circ N(x) \) for all \( x \in [0,1] \) implies that \( T(x,x) \in A_{N(x)} \) and hence \( S(N(x),T(x,x)) = 1 \), i.e., for any \( x \in [0,1] \), \( I_{T,S,N}(x,x) = S(N(x),T(x,x)) = 1 \), so \( I_{T,S,N} \) satisfies (IP).

**Example 1.** Let us consider the QL-implication \( I_{KP} \) obtained from the triple \((T_P,S_L,N_K)\). Since \( N_{SL}(x) = 1-x \), note also that, \( N_S \circ N_K(x) = 1-N_K(x) = 1-(1-x^2) = x^2 \) and hence \( T_P(x,x) = N_S \circ N_K(x) \) for all \( x \in [0,1] \). It is easy to note that \( I_{KP} \) has (IP).

Observe, that if \( S \) is negative, then from Proposition 5 we note that the QL-implications \( I_{T,S,N} \) obtained, viz., \( I_{TD} \), satisfy (IP). Also if

- \( T \) is any \( t \)-norm, \( S \) a \( t \)-conorm and \( N = N_{D2} \), or
- \( T = T_M \), \( S \) is a \( t \)-conorm and \( N \) a fuzzy negation such that they satisfy (LEM), or
- \( T \) is a positive \( t \)-norm, \( S = S_D \) and \( N \) a non-vanishing negation,

then a QL-implication \( I_{T,S,N} \) obtained from the triple \((T,S,N)\) satisfies (IP).

**Remark 5.** Trillas and Valverde in [10] require the negation \( N \) in the definition of a QL-implication to be strong. Also the \( t \)-norm \( T \) and \( t \)-conorm \( S \) are continuous, and are expected to form a De Morgan triple with the negation \( N \). In fact, in Theorem 3.2 of the same work, under these restrictions, condition (ii) of Theorem 6 has been obtained. From their proof, it is clear that the considered \( T \) and \( S \) are both continuous and Archimedean and hence either they are strict or nilpotent, in which case they show that condition (ii) is not satisfied and hence the claim that “QL-implications never satisfy (IP)”. Whereas from the QL-implications \( I_{TD} \) and \( I_{KP} \) we see that \( I_{T,S,N} \) does have (IP).

### 6.3 QL-Operations and the Ordering Property

**Proposition 6.** Let \( S \) be a \( t \)-conorm and the QL-operation \( I_{T,S,N} \) be obtained from a triple \((T,S,N)\). If \( I_{T,S,N} \) satisfies (OP), then \( N \) is strictly decreasing.
Proof. To see this, if possible, let there exist \(x, y \in [0, 1]\) such that \(x < y\), but \(N(x) = N(y)\). By (OP) we have
\[
I_{T,S,N}(x, y) = 1 \implies S(N(x), T(x, y)) = 1 \\
\implies S(N(y), T(y, x)) = 1 \\
\implies I_{T,S,N}(y, x) = 1 \\
\implies y \leq x,
\]
a contradiction. \(\square\)

Therefore, from the previous sections, it is clear that if \(S\) is a negative \(t\)-conorm, then the \(QL\)-implication \(I_{T,S,N}\) obtained from a triple \((T, S, N)\), i.e., \(I_{TD}\), does not have (OP). Further, if we assume that \(I_{T,S,N}\) is a \(QL\)-implication, then from Proposition 4 we see that \(N \geq N_S\), which implies that a \(t\)-conorm \(S\) should be such that its natural negation \(N_S\) should be non-filling. From Definition 3 this can happen only if every \(x \in (0, 1)\) has a \(y \in (0, 1)\) such that \(S(x, y) = 1\). Noting that a fuzzy implication that satisfies (OP) also satisfies (IP), using also Theorem 6, we summarize the above discussion in the following result.

**Theorem 7.** If a \(QL\)-implication \(I_{T,S,N}\) obtained from a triple \((T, S, N)\) satisfies (OP), then

(i) \(T(x, x) \geq N_S \circ N(x)\) for all \(x \in [0, 1]\);

(ii) \(N\) is a strictly decreasing negation;

(iii) \(S\) is a non-negative \(t\)-conorm such that for every \(x \in (0, 1)\) there exists a \(y \in (0, 1)\) such that \(S(x, y) = 1\).

That the above conditions are not sufficient can be seen from \(I_{SD}\) (see Tables 3 and 4).

**Example 2.** The \(QL\)-implication \(I_{KP}\) obtained from the triple \((T_P, S_L, N)\) satisfies (OP).

In the case when \(T\) is the minimum \(t\)-norm \(T_M\), we have the following stronger result.

**Theorem 8.** For a \(QL\)-implication \(I_{T,S,N}\) obtained from a triple \((T, S, N)\) that satisfies (OP) the following statements are equivalent:

(i) \(T\) is the minimum \(t\)-norm \(T_M\).

(ii) \(N_S \circ N = \text{id}_{[0, 1]}\).

7 \(QL\)-Implications with \((S, N)\)- and \(R\)-Implications

In this section we discuss the intersection of the family of \(QL\)-implications with \(R\)- and \((S, N)\)-implications.

We give some sufficient conditions under which a \(QL\)-implication becomes an \((S, N)\)-implication (in the case when the considered \(N\) is strong we show that some stronger results can be obtained). On the other hand, we determine precisely the conditions on the underlying operations \(T, S, N\) for a \(QL\)-implication to be an \(R\)-implication.

**Theorem 9** (cf. [4]). For a function \(I : [0, 1]^2 \to [0, 1]\) the following statements are equivalent:

(i) \(I\) is an \((S, N)\)-implication, which satisfies the ordering property (OP).

(ii) \(I\) is an \(S\)-implication obtained from the strong negation \(N_S\).

**Theorem 10** (cf. [6], Section 2.1). For a fuzzy implication \(I\) the following statements are equivalent:

(i) \(I\) is both an \(R\)-implication obtained from a left-continuous \(t\)-norm \(T\) and also an \((S, N)\)-implication generated from a \(t\)-conorm \(S\) and a fuzzy negation \(N\).

(ii) (a) \(N = N_S = N_T\) is strong;

(b) \(T\) is the \(N_S\) dual of \(S\);

(c) \(S(x, y) = I(N(x), y)\) is a right-continuous \(t\)-conorm.

Proof. (i) \(\implies\) (ii) Let \(T\) be a left-continuous \(t\)-norm, \(S\) a \(t\)-conorm and \(N\) a fuzzy negation. Without any loss of generality assume that \(I = I_T = I_{S,N}\).

(a) Since \(I\) is an \(R\)-implication, from Theorem 3 it satisfies (OP). Since \(I\) is also an \((S, N)\)-implication, by Theorem 9 above, we have that \(N = N_S\) is strong. Further, \(N(x) = N_{I_T,S}(x) = I_{S,N}(x, 0) = I_T(x, 0) = N_T\), for all \(x \in [0, 1]\).

(b) Since \(I\) satisfies (EP), (OP) and \(N_I\) is strong, from Theorem 4 and above facts we have \(T(x, y) = N_I(I(x, N_I(y))) = N_S(S(N_S(x), N_S(y)))\).

(c) It is easy to see that \(S(x, y) = I(N(x), y)\) for all \(x, y \in [0, 1]\). Since \(N_S\) is strong and \(S\) is the \(N_S\)-dual of a left-continuous \(T\), \(S\) is right-continuous.

(ii) \(\implies\) (i) Let \(S(x, y) = I(N(x), y)\) be a right-continuous \(t\)-conorm such that \(N = N_S\) is strong. Since \(T\) is the \(N_S\) dual of the right-continuous \(S\) it is left-continuous. Let \(I_T\) be the \(R\)-implication obtained from \(T\) and \(I_{S,N_T}\) be the \((S, N)\)-implication obtained from \(S\) and \(N_S\). For any \(x, y \in [0, 1]\) we have \(I_{S,N_T}(x, y) = S(N_S(x), y) = I(N_S(N_S(x)), y) = I(x, y)\). Since \(I_T\) satisfies (II), (EP) and its natural negation \(N_{I_T} = N_T\) is a strong negation, by Theorem 2 we see that \(I_T\) is an \((S, N)\)-implication, i.e.,
\[ I_T = I_{S',N'} \] for an appropriate \( t \)-conorm \( S' \) and a strong \( N' \). But \( N' = N = N_S \) and hence \( I_T = I_{S',N_S} \).

Finally, from the proof of (i) \( \Rightarrow \) (ii) above we know that \( T \) is the \( N_S \) dual of \( S' \) and by our assumption \( T \) is the \( N_S \) dual of \( S' \). Hence \( S = S', \) i.e., \( I = I_T = I_{S,N_S} \). \( \square \)

### 7.1 QL-Implications and \((S,N)\)-Implications

We divide our investigation into two parts, based on whether the considered \( t \)-conorm \( S \) is negative or not. The following result is obvious from Proposition 5.

**Theorem 11.** If \( S \) is a negative \( t \)-conorm, then the obtained QL-implication \( I_{T,S,N} = I_{TD} \) is an \((S,N)\)-implication.

**Proposition 7.** Let \( I_{T,S,N} \) be a QL-implication obtained from a triple \((T,S,N)\) where \( S \) is a non-negative \( t \)-conorm. If \( T = T_M \), then \( I_{T,S,N} \) is an \((S,N)\)-implication obtained from the same \( t \)-conorm \( S \) and the same negation \( N \), i.e., \( I_{T,S,N} = I_{S,N} \).

**Proof.** If \( T = T_M \), then \( I_{T,S,N} = I_{TM} \) (see Table 4). Also, since \( I_{T,S,N} \) is a fuzzy implication, we have that the pair \((S,N)\) satisfies (LEM) and hence, by Lemma 1(i), \( N \geq N_S \).

Now, if \( x \leq y \), then

\[ I_{T,S,N}(x,y) = S(N(x), T_M(x,y)) = S(N(x), x) = 1, \]

and 

\[ I_{S,N}(x,y) = S(N(x), y) \geq S(N_S(x), x) = 1. \]

On the other hand, if \( x > y \), then 
\[ I_{T,S,N}(x,y) = S(N(x), y) = I_{S,N}(x,y). \] \( \square \)

**Theorem 12.** Let \( I_{T,S,N} \) be the QL-implication obtained from a triple \((T,S,N)\) where \( S \) is a non-negative \( t \)-conorm such that its natural negation \( N_S \) is strong. Consider the following statements:

(i) \( I_{T,S,N} \) is an \((S,N)\)-implication obtained from the same \( S \) and \( N \), i.e., \( I_{T,S,N} = I_{S,N} \).

(ii) \( T = T_M \).

(iii) \( N = N_S \).

Then the following relationships exist among the above statements:

(i) and (ii) \( \Rightarrow \) (iii).

(ii) and (iii) \( \Rightarrow \) (i).

(iii) and (i) \( \Rightarrow \) (ii).

**Proof.** (i) and (ii) \( \Rightarrow \) (iii) Since \( T = T_M \), \( I_{T,S,N} \) is equal to \( I_{TM} \). If \( x \leq 1 \), then 
\[ 1 = I_{T,S,N}(x,x) = I_{S,N}(x,x), \]

i.e., \( S(N(x), x) = 1 \). Hence from Lemma 1(ii) we have \( x \geq N_S \circ N(x) \) and by the strongness of \( N_S \) we have \( N_S(x) \leq N(x) \). On the other hand, by Lemma 1(ii) again, we have 
\[ S(N(x), x) = 1 \implies N(x) \geq N_S(x). \]

From the above inequalities we find that \( N(x) = N_S(x), \) for all \( x \in [0,1] \).

(ii) and (iii) \( \Rightarrow \) (i) This follows from Proposition 7.

(iii) and (i) \( \Rightarrow \) (ii) Let \( I_{T,S,N_S} = I_{S,N_S} \). From the above inequality we know 
\[ T(x,x) \leq x \] for all \( x \in [0,1] \). Now for any \( x \in (0,1) \), we have \( N_S(x) \neq 1 \) and 
\[ S(N_S(x), T(x,x)) = S(N_S(x), x) = 1 \implies T(x,x) \geq N_S \circ N_S(x) = x. \]

from whence we obtain \( T(x,x) = x \) for all \( x \in [0,1] \), i.e., \( T = T_M \). \( \square \)

**Table 5: Some QL-implications that are also \((S,N)\)-implications.** See Remark 6 for more details.

<table>
<thead>
<tr>
<th>( S )</th>
<th>( T )</th>
<th>( N )</th>
<th>( N_S )</th>
<th>( I_{T,S,N} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_B )</td>
<td>( T_M )</td>
<td>( N_D )</td>
<td>( N_D )</td>
<td>( I_{TD} )</td>
</tr>
<tr>
<td>( S_D )</td>
<td>( T_M )</td>
<td>( N_C )</td>
<td>( I_{D1} )</td>
<td>( I_{S_N} )</td>
</tr>
<tr>
<td>( S_L )</td>
<td>( T_L )</td>
<td>( N_C )</td>
<td>( I_{KD} )</td>
<td></td>
</tr>
<tr>
<td>( S_L )</td>
<td>( T_P )</td>
<td>( N_C )</td>
<td>( I_{RC} )</td>
<td></td>
</tr>
<tr>
<td>( S_{LM} )</td>
<td>( T_M )</td>
<td>( N_C )</td>
<td>( I_{LK} )</td>
<td></td>
</tr>
<tr>
<td>( S_{DM} )</td>
<td>( T_M )</td>
<td>( N_C )</td>
<td>( I_{FD} )</td>
<td></td>
</tr>
</tbody>
</table>

**Remark 6.** Let us consider a \( t \)-conorm \( S \) whose natural negation \( N_S \) is discontinuous. From Proposition 7 we always have that (ii) \( \Rightarrow \) (i). Let us define a lenient version of (i) as follows:

\[ (i') \text{ \( I_{T,S,N} \) is an \((S,N)\)-implication obtained from (possibly different) \( t \)-conorm \( S' \) and negation \( N' \), i.e., } I_{T,S,N} = I_{S',N'}. \]

Obviously, when \( S = S' \), \( N = N' \) we have \((i') = (i)\). Then from Table 5 the following observations can be made:

- From the first entry we notice that \( N = N_S \) is not strong and \( I_{T,S,N} = I_{S,N} \), but \( T \neq T_M \), i.e., (iii) \& (i) \( \nRightarrow \) (ii), if \( N \) is not strong.
- From the second and third entries it is clear that even if \( I_{T,S,N} = I_{S,N} \) and \( T = T_M \) we can have \( N_S \neq N, \) i.e., (i) \& (ii) \( \nRightarrow \) (iii), when \( N \) is not strong.
- From the fourth and fifth entries it is clear that even if \( I_{T,S,N} = I_{S,N} \) and \( N = N' = N_C \) we can have \( T \neq T_M \), i.e., (i') \& (iii) \( \nRightarrow \) (ii).

### 7.2 QL-Implications and \( R \)-Implications

Firstly, if \( S \) is a negative \( t \)-conorm or if \( N = N_{D2} \), then the QL-implication \( I_{T,S,N} \) obtained from the triple \((T,S,N)\) is the \( R \)-implication \( I_{TD} \) obtained from the non-left-continuous \( t \)-norm \( T_D \).
From Theorem 3 we see that an $R$-implication $I_T$ from a left-continuous t-norm $T$ has both the exchange principle (EP) and the ordering property (OP). Now, if an $I_{T,S,N}$ is also an $R$-implication obtained from a left-continuous t-norm, then from Proposition 2 we know that $N_I = N$ is either strong or discontinuous. But from Theorem 7 (ii) we have $N$ is strictly decreasing and hence $N_I = N$ is either strong or discontinuous, but strictly decreasing.

In the case when $N$ is strong, since $I_{T,S,N}$ has (EP) we know from Theorem 5 that the $I_{T,S,N}$ is also an $S$-implication. Hence we have the following result:

**Proposition 8.** Let $N$ be a strong negation. If a $QL$-implication $I_{T,S,N}$ obtained from a triple $(T, S, N)$ is an $R$-implication obtained from a left-continuous t-norm $T$, then $I_{T,S,N}$ is also an $S$-implication.

The reverse implication of Proposition 8 is not valid. To see this, consider the $QL$-implication $I_{T,S,N}$ obtained from the triple $(T_M, S_D, N)$, where $N$ is strong and hence $N$ is non-vanishing. Then $I_{T,S,N}$ is an $S$-implication (see Remark 4 (ii)) but not an $R$-implication since it does not have the ordering property (OP). In fact, this is true even if $N$ is a strict negation.

**Theorem 13.** If $N$ is a strong negation, then the following statements are equivalent:

(i) $I_{T,S,N} = I_T^*$, for some left-continuous t-norm $T^*$.

(ii) $T = T_M$, $N = N_T^*$ and $S$ is the right-continuous t-conorm that is the N-dual of $T^*$ with $N = N_S$.

**Proof.** Let $N$ be a strong negation.

(i) $\implies$ (ii) If $I_{T,S,N} = I_T^*$, then $I_{T,S,N} = I_{S,N}$ from Proposition 8. Further, since $I_{S,N} = I_T^*$, then Theorem 10 implies that $N = N_{I_T^*} = N_{T^*} = N_S$. Thus, $S$ is the right-continuous t-conorm that is the N-dual of $T^*$. Also, $S$ is the right-continuous t-conorm that is the N-dual of $T^*$.

(ii) $\implies$ (i) On the other hand, let $T = T_M$ and $S$ be a right-continuous t-conorm with $N = N_S$. By virtue of Proposition 7 we get $I_{T,S,N} = I_{S,N}$. Let $T^*$ be the N-dual t-norm of the right-continuous t-conorm $S$ with $N = N_S$, in which case $T^*$ is left-continuous. Now, from Theorem 10 we have that $I_{S,N} = I_{T^*}$ and hence $I_{T,S,N} = I_T^*$. □

The $QL$-implication $I_{KP}$ obtained from the triple $(T_P, S_L, N_K)$ as given in Example 1 is a fuzzy implication that is neither an $(S, N)$-implication nor an $R$-implication obtained from a left-continuous t-norm, since it does not have (EP).

8 Conclusion

In this note the intersections that exist between the families of $(S, N)$-, $R$- and $QL$-implications are determined using existing characterization results. As part of this attempt some interesting results pertaining to natural negations from t-conorms, properties of $QL$-implications and the exact intersection between $(S, N)$- and $R$-implications have been obtained (Theorem 10). From this work the following problems arise.

**Problem 1.** (i) Characterize a triple $(T, S, N)$ such that $I_{T,S,N}$ satisfies (I1). It should be noted that a characterization is already known for some continuous cases (see [9]).

(ii) Prove or give a counter example: Any $QL$-operation that satisfies (EP) is an $(S, N)$-implication.

(iii) Give an equivalent condition for an $I_{T,S,N}$ to satisfy the ordering property (OP).
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1 Introduction

A very important problem in many fields of applications is the aggregation (fusion) of many partial aspects (attributes) into one global representative aspect. In the existing practice the weighted sum of partial aspects is used most often as an aggregation tool. This approach is additive and for all effects of interest which are not additive in their nature it is inadequate. For example: using a weighted sum as an aggregation tool even in the case of only two attributes \((a, b)\), one can’t to realize a simple and natural demand such as \(a\ and\ b\) is important. In multi-attribute decision making community this problem was recognized [2, 9] and as a solution they use theory of capacity [1] known in fuzzy community as fuzzy measure and fuzzy integrals [9]. In this approach additivity is relaxed by monotonicity, for which additivity is only a special case. As a consequence, the possible domain of application of this approach is much wider.

But from a logical point of view monotonicity is a superfluously strong constraint since many of logical functions are non monotone in their nature. A generalized discrete Choquet integral [8] is defined for a general measure – non monotone in a general case. This approach includes all logical and/or pseudo-logical functions but for only one arithmetic operator for interpolation intention, \(\text{min}\) function. Interpolative realization of Boolean algebra (IBA) [5] includes all logical functions and all interpolative operators – generalized product operators.

Logical aggregation as an adequate tool for aggregation in a general case is based on IBA. IBA is technically based on generalized Boolean polynomials (GBP) [5, 6].

GBP is described in Section 2. A representative example of logical aggregation is given in Section 4.

2 Generalized Boolean Polynomial

Primary attributes (properties) define a finite set \(\Omega = \{a_1, ..., a_n\}\). No one of primary attributes can be calculated as a Boolean function of the remaining primary attributes from \(\Omega\). Set \(BA(\Omega)\) of all the possible attributes generated by the set of primary attributes \(\Omega\) by application of Boolean operators is a partially ordered set – Boolean algebra of attributes:

\[BA(\Omega) = \mathcal{P}(\mathcal{P}(\Omega))\] .

A partial order is based on the relation of inclusion and it is value irrelevant. The following structure with two binary and one unary operators is Boolean algebra:

\[\langle BA(\Omega), \cup, \cap, C \rangle\] .
Any element of Boolean algebra \( \varphi \in BA(\Omega) \) is a corresponding attribute and it can be represented by the disjunctive normal form:

\[
\varphi = \bigcup_{S \in \mathcal{P}(\Omega)} \left( \sigma_\varphi(S) \cap \alpha(S) \right), \quad (1)
\]

Atomic attributes \( \alpha(S), (S \in \mathcal{P}(\Omega)) \) are the simplest elements of \( BA(\Omega) \) in the sense that they do not include in themselves anything except for a trivial Boolean constant \( 0 \). The atomic attributes are described by the following expressions:

\[
\alpha(S) = \bigcap_{a_i \in S} \bigcap_{a_j \in \Omega \setminus S} \bigcup_{C \in \mathcal{P}(\Omega)} \bigcup_{a_k \in C} \left( S \cap \alpha \cap \alpha \right) \quad (1.1)
\]

Structural function \( \sigma_\varphi : \mathcal{P}(\Omega) \rightarrow \{0,1\} \) of analyzed attribute (element of Boolean algebra) \( \varphi \in BA(\Omega) \):

\[
\sigma_\varphi(S) = \begin{cases} 1, & \alpha(S) \subseteq \varphi; \\ 0, & \alpha(S) \not\subseteq \varphi; \end{cases} \quad (1.2)
\]

(\( S \in \mathcal{P}(\Omega); \quad 0, \overline{0}, \overline{0} \in BA(\Omega) \))

determines which atomic elements (attributes) are included in it \( (\sigma_\varphi(S) = \overline{0} \Leftrightarrow \alpha(S) \not\subseteq \varphi) \) and/or which are not included \( (\sigma_\varphi(S) = \overline{0} \Leftrightarrow \alpha(S) \subseteq \varphi) \), where:

\[
\begin{align*}
\alpha(S) \subseteq \varphi & \Leftrightarrow \alpha(S) \cap \varphi = \alpha(S) \\
\alpha(S) \not\subseteq \varphi & \Leftrightarrow \alpha(S) \cap \varphi = \overline{0}
\end{align*}
\]

(\( S \in \mathcal{P}(\Omega); \quad 0, \overline{0}, \overline{0} \in BA(\Omega) \))

Structural function of primary attribute \( a_i \in \Omega \) is given by the following expression:

\[
\sigma_{a_i}(S) = \begin{cases} 1, & a_i \in S; \\ 0, & a_i \not\in S \end{cases} \quad (S \in \mathcal{P}(\Omega))
\]

Determination of structure of any attribute is based on the expression above and on the following rules:

\[
\begin{align*}
\sigma_{\varphi \psi}(S) &= \sigma_\varphi(S) \cap \sigma_\psi(S), \\
\sigma_{\varphi \psi}(S) &= \sigma_\varphi(S) \cup \sigma_\psi(S), \\
\sigma_{a_i}(S) &= C_{a_i}(S).
\end{align*}
\]

where: \( S \in \Omega, \quad \varphi, \psi \in BA(\Omega) \).

Equation (1) can be described in the following form:

\[
\varphi = \bigcup_{S \in \mathcal{P}(\Omega)} \left( \sigma_\varphi(S) \cap \bigcap_{a_i \in S} \bigcap_{a_j \in \Omega \setminus S} \bigcup_{a_k \in C} \bigcup_{a_l \in \Omega \setminus C} \left( S \cap \sigma \cap \sigma \right) \right).
\]

Any attribute has its value realization on a valued level. A valued level is defined as a set of analyzed elements, objects, actions etc.

Any element of Boolean algebra of attributes can be represented by a generalized Boolean polynomial:

\[
\varphi^\oplus(a_1, ..., a_n) = \sum_{S \in \mathcal{P}(\Omega)} \sigma_\varphi(S) \oplus a^\ominus(S)(a_1, ..., a_n)
\]

(\( a_i^\ominus \in [0,1], \quad a_i \in \Omega \) )

Where: \( \sigma_\varphi(S), S \in \mathcal{P}(\Omega) \) is value realization of structural function \( \sigma_\varphi(S), S \in \mathcal{P}(\Omega) \), which is given by the following expression:

\[
\sigma_\varphi(S) = \begin{cases} 1, & \sigma_\varphi(S) = 1 \\
0, & \sigma_\varphi(S) = 0
\end{cases}
\]

(\( S \in \mathcal{P}(\Omega); \quad 0, \overline{0}, \overline{0} \in BA(\Omega); \quad 0, 1 \in N_0 \))

A generalized Boolean polynomial \( \varphi^\oplus(a_1, ..., a_n) \) enables calculation of the value of a corresponding attribute \( \varphi \in BA(\Omega) \) (element of Boolean algebra) for an analyzed object.

\[
\alpha^\ominus(S)(a_1, ..., a_n), \quad S \in \mathcal{P}(\Omega), \quad \text{are Boolean polynomials of atomic elements defined by the following expression:}
\]

\[
\alpha^\ominus(S)(a_1, ..., a_n) = \sum_{K \subseteq \mathcal{P}(\Omega) \setminus S} (-1)^{|K|} \bigotimes_{a_i \in K \subseteq S} a_i^\ominus
\]

(\( S \in \mathcal{P}(\Omega), \quad a_i \in \Omega, \quad a_i^\ominus \in [0,1], i = 1, ..., n \)).

Example: Atomic Boolean polynomials for the case when set of primary attributes is \( \Omega = \{a,b\} \), are given in the following table:

\[
\begin{array}{|c|c|}
\hline
\text{Table 1: Example of Atomic Boolean polynomials} \\
\hline
\end{array}
\]
In atomic Boolean polynomials the following operators $+$, $-$ and $⊗$ figure.

Operator $⊗$ is a generalized product, defined in the same way as $T$-norms [4] with one additional axiom – no-negativity [5].

$$\forall S \subseteq [0,1] \times [0,1] \rightarrow [0,1]$$

1. $a_i^+ ⊗ a_i^- = a_i^+ ⊗ a_i^-$
2. $a_i^+ ⊗ (a_i^+ ⊗ a_i^-) = (a_i^+ ⊗ a_i^-) ⊗ a_i^-$
3. $a_i^+ ≤ a_i^- \Rightarrow a_i^- ⊗ a_i^+ ≤ a_i^- ⊗ a_i^-$
4. $a_i^+ ⊗ 1 = a_i^-$
5. $\sum_{S \subseteq P(\Omega)} (-1)^{|S|} \bigotimes_{a_i \in S} a_i^+ \geq 0$, $\forall S \subseteq P(\Omega)$

$$\Omega = \{a_1, ..., a_n\}, \ a_i^+ \in [0,1], i = 1, ..., n$$

A generalized Boolean polynomial can be represented as a scalar product of the following two vectors: (a) structural vector of analyzed Boolean algebra element – attribute

$$\hat{\sigma}_\varphi = [\sigma_\varphi(S)]_{S \subseteq P(\Omega)}$$

(4)

where: $\Omega = \{a_1, ..., a_n\}, \ \varphi \in BA(\Omega)$,

and (b) vector of atomic Boolean polynomials

$$\tilde{a}_\varphi(a_1^+, ..., a_n^+) = [a_\varphi(S)(a_1^+, ..., a_n^+)]_{S \subseteq P(\Omega)}$$

(5)

$$\{a_i \in \Omega, a_i^+ \in [0,1], i = 1, ..., n\}$$

So, a generalized Boolean polynomial is a scalar product of the above defined two vectors:

$$\phi^\circ(a_1^+, ..., a_n^+) = \hat{\sigma}_\varphi \tilde{a}_\varphi(a_1^+, ..., a_n^+)$$

(6)

where: $\varphi \in BA(\Omega)$, $a_i^+ \in [0,1], a_i \in \Omega$.

For structural vectors all Boolean axioms are valid: Associativity, Commutativity, Absorption, Distributivity, Excluded middle and Contradiction

$$\sigma_{\varphi \cup \psi \cup \varphi} = \sigma_{\varphi \cap \psi \cap \varphi} = \sigma_{\varphi \cup \psi \cup \varphi} \cap \sigma_{\varphi \cap \psi \cap \varphi} = \sigma_{\varphi \cup \psi \cup \varphi}$$

respectively; and all Boolean theorems: Idempotency, Boundedness, 0 and 1 are complements, De Morgan’s laws and Involution:
\[
\begin{align*}
\tilde{\sigma}_{\varphi \cup \psi} &= \tilde{\sigma}_\varphi \\
\tilde{\sigma}_{\varphi \cap \psi} &= \tilde{\sigma}_\varphi \\
\tilde{\sigma}_{\varphi \cup 0} &= \tilde{\sigma}_\varphi \\
\tilde{\sigma}_{\varphi \cap 0} &= \tilde{\sigma}_\varphi \\
\tilde{\sigma}_{\varphi \cup 1} &= 1 \\
\tilde{\sigma}_{\varphi \cap 1} &= \tilde{\sigma}_\varphi \\
\tilde{\sigma}_{\psi \cap C} &= \tilde{\sigma}_{\psi \cap \psi} = \tilde{\sigma}_{\psi \cap \psi} = \tilde{\sigma}_{\psi \cap \psi} \\
\tilde{\sigma}_{\varphi \cap C} &= \tilde{\sigma}_\varphi \\
\end{align*}
\]
respectively; where: \( \varphi, \psi, \phi \in BA(\Omega) \).

So, the structure of a Boolean algebra element preserves Boolean properties in a generalized case described by Boolean polynomials.

As a consequence for any two elements of Boolean algebra \( \varphi, \psi \in BA(\Omega) \) the following equations are valid:

\[
\begin{align*}
(\varphi \cap \psi)^\varphi(a_1^\varphi, ..., a_n^\varphi) &= \tilde{\sigma}_{\varphi \cap \psi} \tilde{\sigma}_\varphi(a_1^\varphi, ..., a_n^\varphi) \\
(\varphi \cup \psi)^\varphi(a_1^\varphi, ..., a_n^\varphi) &= \tilde{\sigma}_{\varphi \cup \psi} \tilde{\sigma}_\varphi(a_1^\varphi, ..., a_n^\varphi) \\
(C\varphi)^\varphi(a_1^\varphi, ..., a_n^\varphi) &= \tilde{\sigma}_{\varphi \cap \psi} \tilde{\sigma}_\psi(a_1^\varphi, ..., a_n^\varphi) \\
&= (1 - \tilde{\sigma}_\varphi) \tilde{\sigma}_\psi(a_1^\varphi, ..., a_n^\varphi) \\
&= 1 - (\varphi)(a_1^\varphi, ..., a_n^\varphi) \\
\end{align*}
\]

Actually, Boolean polynomial maps a corresponding element of Boolean algebra into its value from the real unit interval \([0, 1]\) on the value level so that a partial order on the value level is preserved. Since a partial order is based on Boolean laws, they are preserved on the value level in a general case too, contrary to other approaches.

3. Generalized Pseudo-Boolean Polynomial

To every element of IBA corresponds a generalized Boolean polynomial with the ability to process all values of primary variables from a real unit interval \([0, 1]\). A pseudo-Interpolative Boolean polynomial is a linear convex combination of analyzed elements of IBA – generalized Boolean polynomials:

\[
\pi_{\varphi}^\varphi(a_1^\varphi, ..., a_n^\varphi) = \sum_{i=1}^{m} w_i \varphi_i^\varphi(a_1^\varphi, ..., a_n^\varphi)
\]

\[
\sum_{i=1}^{m} w_i = 1, \quad w_i \geq 0, \quad i = 1, ..., m
\]

(7)

\( \varphi_i \in [0, 1], \quad i = 1, ..., n \).

From the definition of generalized Boolean polynomials, an interpolative pseudo-Boolean polynomial is given by the following expression:

\[
\pi_{\varphi}^\mu(a_1^\varphi, ..., a_n^\varphi) =
\]

\[
= \sum_{i=1}^{m} w_i \sum_{S \subseteq \mathcal{P}(\Omega)} \sigma_{\varphi}^\varphi(S) \sum_{C \subseteq \mathcal{P}(\Omega)} (-1)^{|S|} \bigwedge_{a_i \in S \cap C} a_i^\varphi
\]

\[
\sum_{i=1}^{m} w_i = 1, \quad w_i \geq 0, \quad i = 1, ..., m
\]

(7.1)

Structure function \( \mu \) of interpolative pseudo-Boolean polynomial \( \pi_{\varphi}^\mu \) is a set function

\[
\mu : \mathcal{P}(\Omega) \to [0, 1], \quad \Omega = \{a_1, ..., a_n\}
\]

defined by the following expression, [7]:

\[
\mu(S) = \sum_{i=1}^{m} w_i \sigma_{\varphi}^\varphi(S),
\]

\[
(S \in \mathcal{P}(\Omega), \quad \varphi_i \in BA(\Omega))
\]

(8)

Where: \( \sigma_{\varphi_i}^\varphi, \quad i = 1, ..., m \) are structure functions of the corresponding Boolean functions \( \varphi_i \in BA(\Omega), \quad i = 1, ..., m \).

The characteristics of pseudo-Boolean polynomial depend on the generalized product, and its structure function. Structure functions can be classified into: (a) additive, (b) monotone and (c) generalized ((a) \( (a) \subseteq (b) \subseteq (c) \)).

4. Logical Aggregation

A starting point is a finite set of primary attributes \( \Omega = \{a_1, ..., a_n\} \). The task of logical aggregation (LA) [7] is the fusion of primary quality attribute values into one resulting globally representative value using logical tools.

In a general case LA has two steps: (1) Normalization of primary attributes’ values:
The result of normalization is a generalized logical and/or \([0, 1]\) value of analyzed primary attribute, and

(2) Aggregation of normalized values of primary attributes into one resulting value by pseudo-logarithmic function as a logical aggregation operator:

\[
Aggr : [0, 1]^n \rightarrow [0, 1].
\]

A Boolean logical function \(\varphi\) is transformed into a corresponding generalized Boolean polynomial (GBP), \([5]\), \(\varphi^\circ : [0, 1]^n \rightarrow [0, 1]\). Actually, to any element of Boolean algebra of attributes \(\varphi_i \in BA(\Omega)\) there corresponds uniquely GBP \(\varphi_i^\circ (a_1^i, ..., a_n^i)\). GBP is defined by expression (2) and/or (2.1).

**Pseudo-logarithmic function** is a linear convex combination of generalized Boolean polynomials \([5]\), defined by expression (7) and/or (7.1).

**Operator of logical aggregation** in a general case is a pseudo-logarithmic function:

\[
Agg_{\mu}^\circ (a_1^i, ..., a_n^i) = \pi_{\varphi_i^\circ} (a_1^i, ..., a_n^i)
\]

or

\[
Agg_{\mu}^\circ (a_1^i, ..., a_n^i) = \sum_{S \in P(\Omega)} \mu(S) \sum_{C \in P(S)} (-1)^{|C|} \otimes a_i^C
\]

**Aggregation measure** is a structural function of pseudo-logarithmic function – logical aggregation operator (9). So, **Aggregation measure** is a set function \(\mu : P(\Omega) \rightarrow [0, 1]\), which in a general case is not a monotone function (generalized capacity), defined by the following expression:

\[
\mu(S) = \sum_{i=1}^{m} w_i \sigma_i^\circ (S).
\]

\((S \in P(\Omega), \ varphi_i \in BA(\Omega))\) \hspace{1cm} (10)

\[\sum_{i=1}^{m} w_i = 0, \quad w_i \geq 0, \quad i = 1, ..., m\]

As a consequence, a logical aggregation operator depends on the chosen: (a) measure of aggregation and (b) operator of generalized product. By a corresponding choice of the measure of aggregation \(\mu\) and generalized product \(\otimes\) the known aggregation operators can be obtained as special cases:

**Weighted sum**

For the aggregation measure and generalized product:

\[
\mu_{\text{add}} (S) = \sum_{i=1}^{n} w_i \sigma_i (S), \quad S \in P(\Omega); \quad \otimes := \text{min}
\]

Logical aggregation operator is a weighted sum:

\[
Agg_{\mu_{\text{add}}}^\circ (a_1^i, ..., a_n^i) = \sum_{a_i \in \Omega} w_i a_i^i
\]

**Arithmetic mean**

For the aggregation measure and generalized product:

\[
w_i = \frac{1}{n}, \quad \mu_{\text{mean}} (S) = \frac{|S|}{|\Omega|}; \quad \otimes := \text{min}
\]

Logical aggregation operator is the arithmetic mean:

\[
Agg_{\mu_{\text{mean}}}^\circ (a_1^i, ..., a_n^i) = \frac{1}{n} \sum_{a_i \in \Omega} a_i^i
\]

**K-th attribute only**

For the aggregation measure and generalized product:

\[
w_i = \begin{cases} 1 & i = k \\ 0 & i \neq k \end{cases}, \quad \mu_k (S) = \begin{cases} 1 & a_k \in S \\ 0 & a_k \not\in S \end{cases}; \quad \otimes := \text{min}
\]

Logical aggregation operator is the k-th attribute only:

\[
Agg_{\mu_k}^\circ (a_1^i, ..., a_n^i) = a_i^k
\]

**Discrete Choquet integral**

For any monotone aggregation measure \(\mu_{\text{mon}}\) and generalized product:

\[
\mu_{\text{mon}}, \quad \otimes := \text{min}
\]

Logical aggregation operator is a discrete Choquet integral:

\[
Agg_{\mu_{\text{mon}}}^\circ (a_1^i, ..., a_n^i) = C_{\mu_{\text{mon}}} (a_1^i, ..., a_n^i).
\]

A discrete Choquet integral is defined by the following expression:
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**Aggregation Operators**

\[ C_{\text{base}} \left( a_1^v, \ldots, a_n^v \right) = \frac{1}{n} \sum_{k=1}^{n} \left( a_k^v - a_{k-1}^v \right) \mu_{\text{base}} \left( A(k) \right), \]

where:

\[ a_1^v \leq \ldots \leq a_n^v ; \quad A(k) = \left\{ a_{(k)}^v, \ldots, a_{(n)}^v \right\}. \]

**Minimal value of attributes**

For the aggregation measure and generalized product:

\[ \mu_{\text{AND}}(S) = \begin{cases} 1, & S = \Omega \\ 0, & S \neq \Omega \end{cases}; \quad \oplus := \text{min}. \]

Logical aggregation operator is the \text{min} function

\[ \text{Agg}_{\mu, \text{AND}}^\text{min} \left( a_1^v, \ldots, a_n^v \right) = \text{min} \{ a_1^v, \ldots, a_n^v \}. \]

**Maximal value of attributes**

For the aggregation measure and generalized product:

\[ \mu_{\text{OR}}(S) = \begin{cases} 1, & S \neq \emptyset \\ 0, & S = \emptyset \end{cases}; \quad \oplus := \text{min} \]

Logical aggregation operator is the \text{max} function

\[ \text{Agg}_{\mu, \text{OR}}^\text{min} \left( a_1^v, \ldots, a_n^v \right) = \text{max} \{ a_1^v, \ldots, a_n^v \}. \]

**OWA-ordered weight aggregation**

For the aggregation measure and generalized product:

\[ \mu_{\text{OWA}}(S) = \begin{cases} 0, & S = \emptyset \\ \sum_{i=1}^{m} w_j, & |S| = m \end{cases}; \quad \oplus := \text{min} \]

Logical aggregation operator is an OWA aggregation operator

\[ \text{Agg}_{\mu, \text{OWA}}^\text{min} \left( a_1^v, \ldots, a_n^v \right) = \text{OWA} \left( a_1^v, \ldots, a_n^v \right). \]

OWA is defined by the following expression:

\[ \text{OWA} \left( a_1^v, \ldots, a_n^v \right) = \sum_{j=1}^{n} w_j a_j^v \]

\[ a_1^v \leq a_2^v \leq \ldots \leq a_n^v; \quad \sum_{i=1}^{n} w_j = 1, \quad w_j \geq 0. \]

**k-th order statistics**

For the aggregation measure and generalized product:

\[ \mu_{\text{AND}}(S) = \begin{cases} 0, & |S| < k \quad \ominus := \text{min} \\ 1, & |S| \geq k \end{cases} \]

Logical aggregation operator is the \text{k-th order statistics}

\[ \text{Agg}_{\mu, \text{AND}}^\text{min} \left( a_1^v, \ldots, a_n^v \right) = a_{(k)}^v, \]

where:

\[ a_1^v \leq a_2^v \leq \ldots \leq a_n^v. \]

**5. Example of Logical Aggregation Application**

A modified example from [3] is analyzed here.

**Example**: Objects A, B, C and D are described by quality attributes, whose values are from real unit interval [0, 1], given in the following table:

<table>
<thead>
<tr>
<th>Object</th>
<th>( a )</th>
<th>( b )</th>
<th>( c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>.75</td>
<td>.9</td>
<td>.3</td>
</tr>
<tr>
<td>B</td>
<td>.75</td>
<td>.8</td>
<td>.4</td>
</tr>
<tr>
<td>C</td>
<td>.3</td>
<td>.65</td>
<td>.1</td>
</tr>
<tr>
<td>D</td>
<td>.3</td>
<td>.55</td>
<td>.2</td>
</tr>
</tbody>
</table>

An object should be compared on the base of a global quality. A global quality is actually aggregation of attributes so the following aspects should be incorporated: (a) the average value of quality attributes and (b) if the analyzed object is good by attribute \( a \) then attribute \( c \) is more important than \( b \) and if analyzed object is not good by attribute \( a \) then attribute \( b \) is more important than \( c \).
A partial demand (a) is given by the following trivial expression:

\[ a + b + c \]

A partial demand (b) is given by the following logical expression:

\[ \varphi(a,b,c) = (a \cap c) \cup (Ca \cap b) \] (11)

A generalized Boolean polynomial of logical expression (11) is:

\[ \varphi^\otimes(a,b,c) = \left( (a \cap c) \cup (Ca \cap b) \right)^\otimes \]

\[ = b + a \otimes c - a \otimes b \]

A possible logical aggregation operator is:

\[ \text{Aggr}^\otimes(a,b,c) = \frac{1}{3} \left( \frac{a + b + c}{2} + \frac{1}{2} \varphi^\otimes(a,b,c) \right) \]

\[ = \frac{1}{3} \left( \frac{a + b + c}{2} + \frac{1}{2} (b + a \otimes c - a \otimes b) \right) \]

A corresponding measure of aggregation is:

\[ \mu = \frac{1}{6} (\sigma_a + \sigma_b + \sigma_c) + \frac{1}{2} (\sigma_a \land \sigma_c) \lor (C \sigma_a \land \sigma_b) . \]

or given as a table:

<table>
<thead>
<tr>
<th>S</th>
<th>( \mu(S) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \emptyset )</td>
<td>0</td>
</tr>
<tr>
<td>( {a} )</td>
<td>1/6</td>
</tr>
<tr>
<td>( {b} )</td>
<td>2/3</td>
</tr>
<tr>
<td>( {c} )</td>
<td>1/6</td>
</tr>
<tr>
<td>( {a,b} )</td>
<td>5/6</td>
</tr>
<tr>
<td>( {a,c} )</td>
<td>5/6</td>
</tr>
<tr>
<td>( {b,c} )</td>
<td>1/3</td>
</tr>
<tr>
<td>( {a,b,c} )</td>
<td>1</td>
</tr>
</tbody>
</table>

It is clear that the measure is non-monotone since \( \mu(\{b\}) \geq \mu(\{b,c\}) \), and as a consequence it is not possible to use a standard Choquet integral.

In the case \( \otimes := \min \) function \( \varphi^\min(a,b,c) \) is actually a generalized discrete Choquet integral and its values are given in the following table:

<table>
<thead>
<tr>
<th>Object</th>
<th>( \varphi^\min(a,b,c) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>.45</td>
</tr>
<tr>
<td>B</td>
<td>.45</td>
</tr>
<tr>
<td>C</td>
<td>.45</td>
</tr>
<tr>
<td>D</td>
<td>.45</td>
</tr>
</tbody>
</table>

So, these results without discrimination are not adequate.

In the case when a generalized product is an ordinary product, \( \otimes := * \), quitting conventional approaches, the corresponding values of function \( \varphi^*(a,b,c) \) are given in the following table:

<table>
<thead>
<tr>
<th>Object</th>
<th>( \varphi^*(a,b,c) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>.450</td>
</tr>
<tr>
<td>B</td>
<td>.500</td>
</tr>
<tr>
<td>C</td>
<td>.485</td>
</tr>
<tr>
<td>D</td>
<td>.445</td>
</tr>
</tbody>
</table>

The values of aggregation function, for given aggregation measure, table 1, and for \( \otimes := * \), are presented in the following table:

<table>
<thead>
<tr>
<th>Object</th>
<th>( \text{Aggr}^*(a,b,c) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>.5500</td>
</tr>
<tr>
<td>B</td>
<td>.5750</td>
</tr>
<tr>
<td>C</td>
<td>.4175</td>
</tr>
<tr>
<td>D</td>
<td>.3725</td>
</tr>
</tbody>
</table>
These results completely reflect all specified demands.

Comment: All demands, defined in this example for aggregations of analyzed quality attributes, cannot be realized using the approaches which are conventional in the field of quality control.

6. Conclusion

The aggregation of partial goals - attributes, into one representative global goal is a very important task. Conventional aggregation tools are very often inadequate. Partial demands for aggregation can be and usually are logical demand which can be adequately described only by logical expressions. In this paper logical aggregation as a tool for aggregation is analyzed. Logical aggregation has multiple advantages among others from the stand point of its possibility and interpretability. The new approach treats logical functions – partial aggregation demand, as a generalized Boolean polynomial which can process values from the whole real unit interval [0, 1]. Logical aggregation in a general case is a weighted sum of partial demands. Therefore, aggregation in a general case is a generalized pseudo-logic function. It is interesting that conventional aggregation operators are only a special case of logical aggregation operators and, as a consequence of using LA, one can do much more in an adequate direction than before.
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**Abstract**

Lipschitzian and kernel aggregation operators with respect to the natural $T$-indistinguishability operator $E_T$ and their powers are studied. A t-norm $T$ is proved to be $E_T$-lipschitzian, and is interpreted as a fuzzy point and a fuzzy map as well. Given an archimedean t-norm $T$ with additive generator $t$, the quasi-arithmetic mean generated by $t$ is proved to be the more stable aggregation operator with respect to $T$.

**Keywords:** Aggregation Operator, $T$-indistinguishability Operator, Lipschitzian, Kernel.

1 Introduction

Lipschitzian aggregation operators have been studied in [4] [5] [13] [14] by considering the usual metric on the unit interval. In this paper we study the lipschitzian condition of aggregation operators with respect to the natural indistinguishability operator $E_T$ and their powers $E_T^p$ (see definitions below) so that an aggregation operator $h$ is $E_T^p$-lipschitzian when for all $x_1, x_2, ..., x_n, y_1, y_2, ..., y_n \in [0,1]$ $T(E_T^p(x_1, y_1), ..., E_T^p(x_n, y_n)) \leq E_T(h(x_1, x_2, ..., x_n), h(y_1, y_2, ..., y_n))$. This means that from similar inputs we obtain similar aggregations. The use of $E_T$ and $E_T^p$ assumes the election of a specific t-norm $T$ and therefore the selection of a particular family of logics where the semantics of the conjunction and the biimplication are given by $T$ and $E_T$.

As it will be seen in this paper, when $T$ is the Lukasiewicz t-norm, the $E_T$-lipschitzian condition coincides with the 1-lipschitzian condition with the usual metric on $[0,1]$ and the definition of [13] is recovered. This is not a surprising result, due to the relation between $E_T$ and the usual metric on $[0,1]$ in this case.

It is worth noticing the relation between the lipschitzian condition of an aggregation operator $E_T$ and its extensionality with respect to the integral powers $n$ times $T(E_T, ..., E_T)$ (Proposition 3.9).

Among other results, it will be proved in this paper that if $T$ is a continuous archimedean t-norm with an additive generator $t$ and $m_t$ the quasi-arithmetic mean generated by $t$ ($m_t(x_1, x_2, ..., x_n) = t^{-1} \left( \frac{t(x_1)+t(x_2)+...+t(x_n)}{n} \right)$), then $m_t$ is the more stable aggregation operator with respect to $T$ (Proposition 3.21).

Also the t-norm $T$ is not only lipschitzian with respect to $E_T$, but it can be seen as a fuzzy point and a fuzzy map as well (Proposition 3.23, Proposition 3.25) and an aggregation operator $h$ is greater than or equal to $T$ if and only if $h$ is 1-$E_T$-lipschitzian.

In the definition of $E_T$-lipschtizianity we replace the t-norm $T$ by the minimum, i.e. $(\min(E_T^p(x_1, y_1), ..., E_T^p(x_n, y_n))) \leq E_T(h(x_1, x_2, ..., x_n), h(y_1, y_2, ..., y_n))$, then we obtain a generalization of the kernel aggregation operators studied in [17] [13]. Again, if $T$ is the Lukasiewicz t-norm this definition is equivalent to the one given in the above mentioned references.

2 Preliminaries

This section contains some results on t-norms and indistinguishability operators that will be needed later on in the paper. Besides well known definitions and theorems, the power $T^n$ of a t-norm is generalized to irrational exponents in Definition 2.3 and given explicitly for continuous archimeadean t-norms in Proposition 2.4.

For the sake of simplicity we will assume continuity for the t-norms throughout the paper.

Since a t-norm $T$ is associative, we can extend it to an
The n-ary operation in the standard way:

\[ T(x) = x \]
\[ T(x_1, x_2, \ldots, x_n) = T(x_1, T(x_2, \ldots, x_n)). \]

In particular, following the notation in [18],
\[ T(x, x, \ldots, x) \] will be denoted by \( x^{(n)} \).

The n-th root \( x^{(\frac{1}{n})} \) of x with respect to T is defined by

\[ x^{(\frac{1}{n})} = \sup \{ z \in [0, 1] | z^{(n)} \leq x \} \]

and for \( m, n \in N \), \( x^{(\frac{m}{n})} = \left( x^{(\frac{1}{n})} \right)^{(m)}_T \).

**Lemma 2.1.** [18] If \( k, m, n \in N \), \( k \neq n \) then \( x^{(\frac{m}{n})} = x^{(\frac{k}{n})} \).

**Lemma 2.2.** Let \( x_1, \ldots, x_n \in [0, 1] \) and \( n \in N \).
\( T(x_1^{(\frac{1}{n})}, \ldots, x_n^{(\frac{1}{n})}) \neq 0 \).

The powers \( x^{(\frac{m}{n})} \) can be extended to irrational exponents in a straightforward way.

**Definition 2.3.** If \( r \in R^+ \) is a positive real number, let \( \{a_n\}_{n \in N} \) be a sequence of rational numbers with \( \lim_{n \to \infty} a_n = r \). For any \( x \in [0, 1] \), the power \( x^{(r)} \) is
\[ x^{(r)} = \lim_{n \to \infty} x^{(a_n)}. \]

Continuity assures the existence of limit and independence of limit from the selection of the sequence \( \{a_n\}_{n \in N} \).

**Proposition 2.4.** Let \( T \) be an archimedean t-norm with additive generator \( t \), \( x \in [0, 1] \) and \( r \in R^+ \). Then
\[ x^{(r)} = t^{-1}(rt(x)). \]

**Proof.** Due to continuity of \( t \) we need to prove it only for rational \( r \).

If \( r \) is a natural number \( m \), then trivially \( x^{(m)}_T = t^{-1}(mt(x)) \).

If \( r = \frac{1}{n} \) with \( n \in N \), then \( x^{(\frac{1}{n})}_T = z \) with \( z^{(n)}_T = x \) or \( t^{-1}(mt(z)) = x \) and \( x^{(\frac{1}{n})}_T = t^{-1}(\frac{t(x)}{n}) \).

For a rational number \( \frac{m}{n} \),
\[ x^{(\frac{m}{n})}_T = \left( x^{(\frac{1}{n})}_T \right)^{(m)}_T = t^{-1}(mt(x)^{(\frac{1}{n})}_T) = t^{-1}(\frac{m}{n}t(x)). \]

**Theorem 2.5.** Ling [15] A continuous t-norm \( T \) is archimedean if and only if there exists a continuous decreasing map \( t : [0, 1] \to [0, \infty] \) with \( t(1) = 0 \) such that
\[ T(x, y) = t^{-1}(t(x) + t(y)) \]
where \( t^{-1} \) stands for the pseudo-inverse of \( t \) defined by
\[ t^{-1}(x) = \begin{cases} 1 & \text{if } x < 0 \\ t^{-1}(x) & \text{if } x \in [0, t(0)] \\ 0 & \text{otherwise.} \end{cases} \]

\( T \) is strict if \( t(0) = \infty \) and non-strict otherwise.

t is called an additive generator of \( T \) and two additive generators of the same t-norm differ only by a multiplicative constant.

**Definition 2.6.** The residuation \( T \) of a t-norm \( T \) is defined by
\[ T(x, y) = \sup \{ \alpha \in [0, 1] | T(x, \alpha) \leq y \}. \]

**Definition 2.7.** The natural \( T \)-indistinguishability operator \( E_T \) associated to a given t-norm \( T \) is the fuzzy relation on \([0, 1]\) defined by
\[ E_T(x, y) = T(\overrightarrow{x | y}, \overrightarrow{y | x}) = \min(T(x, y), T(y, x)). \]

**Example 2.8.**

1. If \( T \) is an archimedean t-norm with additive generator \( t \), then \( E_T(x, y) = t^{-1}(|t(x) - t(y)|) \) for all \( x, y \in [0, 1] \).

2. If \( T \) is the Lukasiewicz t-norm, then \( E_T(x, y) = 1 - |x - y| \) for all \( x, y \in [0, 1] \).

3. If \( T \) is the Product t-norm, then \( E_T(x, y) = \frac{\min(x, y)}{\max(x, y)} \) if \( x \neq y \)
\[ = 1 \text{ otherwise.} \]

4. If \( T \) is the Minimum t-norm, then \( E_T(x, y) = \min(x, y) \) if \( x \neq y \)
\[ = 1 \text{ otherwise.} \]

\( E_T \) is indeed a special kind of (one-dimensional) \( T \)-indistinguishability operator (Definition 2.9) [3] and in a logical context where \( T \) plays the role of the conjunction, \( E_T \) is interpreted as the bi-implication associated to \( T \) [7].

The general definition of \( T \)-indistinguishability operator is
**Definition 2.9.** Given a t-norm \( T \), a \( T \)-indistinguishability operator \( E \) on a set \( X \) is a fuzzy relation \( E : X \times X \to [0,1] \) satisfying for all \( x, y, z \in X \):

1. \( E(x,x) = 1 \) (Reflexivity)
2. \( E(x, y) = E(y, x) \) (Symmetry)
3. \( T(E(x, y), E(y, z)) \leq E(x, z) \) (\( T \)-transitivity).

**Proposition 3.6.** Let \( T \)-be a t-norm and \( p, q > 0 \).

\[ E_T^n \leq E_T^p \text{ if and only if } p \geq q. \]

It is interesting to point out that the lipschitzian and kernel conditions are equivalent to extensionality (Proposition 3.9, Proposition 3.27).

Among other results, it will be proved that a t-norm \( T \) is \( E_T \)-lipschitzian and moreover the maps \( T_{(n)} \) can be interpreted as fuzzy points of \([0,1]^n\) and a fuzzy maps from \([0,1]^k\) to \([0,1]^{n-k}\).

Also quasi-arithmetic means are proved to be the more stable aggregation operators.

**Proposition 3.1.** Let \( E \) be a \( T \)-indistinguishability operator on a set \( X \). The fuzzy relation \( E^n \) defined by

\[ E^n(x, y) = T(E(x, y), ...E(x, y)) \forall x, y \in X \]

is a \( T \)-indistinguishability operator.

The powers \( E^n \) of the natural \( T \)-indistinguishability operators have been studied in relation with antonymy and fuzzy partitions in [20].

**Proposition 3.2.** [11] Let \( E \) be a \( T \)-indistinguishability operator on a set \( X \). \( E^p \) is a \( T \)-indistinguishability operator on \( X \).

**Corollary 3.3.** Let \( E \) be a \( T \)-indistinguishability operator on a set \( X \). \( E^n \) is a \( T \)-indistinguishability operator on \( X \).

**Proof.** Propositions 3.1. and 3.2. \( \Box \)

**Corollary 3.4.** Let \( E_T \) be the natural \( T \)-indistinguishability operator on \([0,1] \) associated to \( T \). \( E_T^n \) is a \( T \)-indistinguishability operator.

Continuity of the t-norm \( T \) allows us to extend the powers of a \( T \)-indistinguishability operator to positive irrational numbers in the same way as in Definition 2.3.

**Example 3.5.**

1. If \( T \) is continuous archimedean with additive generator \( t \), then \( E_T^p(x, y) = t^{[-1]}(p|t(x) - t(y)|) \) for all \( x, y \in [0,1] \).
2. If \( T \) is the Lukasiewicz t-norm, then \( E_T^p(x, y) = \text{Max}(0, 1 - p|x - y|) \) for all \( x, y \in [0,1] \).
3. If \( T \) is the Product t-norm, then \( E_T^p(x, y) = \begin{cases} \text{Min}(x^p, y^p) / \text{Max}(x^p, y^p) & \text{if } x \neq y \\ 1 & \text{otherwise} \end{cases} \)
4. If \( T \) is the Minimum t-norm, then \( E_T^p(x, y) = E_T(x, y) \) for all \( x, y \in [0,1] \).

**Proposition 3.6.** Let \( T \)-be a t-norm and \( p, q > 0 \).

\( E_T^p \leq E_T^q \) if and only if \( p \geq q \).
Definition 3.7. Let \( E \) be a \( T \)-indistinguishability operator on \([0, 1]\). \( h \) is \( E \)-lipschitzian if and only if \( \forall n \in \mathbb{N}, \forall x_1, ..., x_n, y_1, ..., y_n \in [0, 1] \)

\[
T(E(x_1, y_1), ..., E(x_n, y_n)) \leq E_T(h(x_1, ..., x_n), h(y_1, ..., y_n)).
\]

If \( E_1, ..., E_n \) are \( T \)-indistinguishability operators defined on the universes \( X_1, ..., X_n \) respectively, there are at least two natural ways to define a \( T \)-indistinguishability operator on \( X_1 \times ... \times X_n \).

Proposition 3.8. Let \( E_1, ..., E_n \) be \( T \)-indistinguishability operators on \( X_1, ..., X_n \) respectively. Then the two fuzzy relations \( T(E_1, ..., E_n) \) and \( \text{Min}(E_1, ..., E_n) \) on \( X_1 \times ... \times X_n \) defined for all \( (x_1, ..., x_n) \in X_1 \times ... \times X_n \) by

\[
T(E_1(x_1, y_1), ..., E_n(x_n, y_n)) = T(E_1(x_1, y_1), ..., E_n(x_n, y_n))
\]

and

\[
\text{Min}(E_1(x_1, y_1), ..., E_n(x_n, y_n)) = \text{Min}(E_1(x_1, y_1), ..., E_n(x_n, y_n))
\]

are \( T \)-indistinguishability operators on \( X_1 \times ... \times X_n \).

Proposition 3.9. Let \( E \) be a \( T \)-indistinguishability on \([0, 1]\) and \( h \) an aggregation operator. \( h \) is \( E \)-lipschitzian if and only if \( h_{(n)} \) (as a fuzzy subset of \([0, 1]^n\)) is extensional with respect to \( T(E, ..., E) \) for all \( n \in \mathbb{N} \).

Proof. Proposition 2.12

Lemma 3.10. Let \( T \) be a continuous t-norm. The for all \( x, y \in [0, 1] \) \( x \geq y \)

\[
T(x, \overrightarrow{T}(x|y)) = y.
\]

Next Proposition shows that a t-norm \( T \) is an \( E_T \)-lipschitzian aggregation operator.

Proposition 3.11. Let \( T \) be a continuous t-norm. Then \( T \) is an \( E_T \)-lipschitzian aggregation operator.

Note that if \( x_i \leq y_i \) for all \( i = 1, ..., n \), then \( T(E_T(x_1, y_1), ..., E_T(x_n, y_n)) = E_T(T(x_1, ..., x_n), T(y_1, ..., y_n)) \). Since for every t-norm different from the Minimum \( E_T < E_T^p \) if \( p > q \), we have that \( T \neq \text{Min} \) is not \( E_T^p \)-lipschitzian for \( p < 1 \).

If \( T \) is a continuous archimedean t-norm, the \( E_T^p \)-lipschitzian property translates to a classical lipschitzian condition.

Proposition 3.12. Let \( T \) be a continuous archimedean t-norm with additive generator \( t \), \( p \in [0, 1] \) and \( h \) an aggregation operator. \( h \) is \( E_T^p \)-lipschitzian if and only if \( \forall n \in \mathbb{N}, \forall x_1, ..., x_n, y_1, ..., y_n \in [0, 1] \)

\[
p|t(x_1) - t(y_1)| + ... + p|t(x_n) - t(y_n)| \
\geq |t(h(x_1, ..., x_n)) - t(h(y_1, ..., y_n))| (1).
\]

Last Proposition says that for all \( n \in \mathbb{N} \) the map \( H : [0, t(0)]^n \to [0, t(0)] \) defined by

\[
H(x_1, ..., x_n) = t(h(t^{-1}(x_1), ..., t^{-1}(x_n)))
\]

is a \( p \)-lipschitzian map.

Also note that if \( T \) is the Lukasiewicz t-norm, then (1) is the definition of the Lipschitz property in [13], so that Definition 3.7 contains the one in [13] as a particular case.

If an aggregation operator \( h \) is \( E_T^p \)-lipschitzian, it may happen that for different values of \( n \) the corresponding \( n \)-ary operators \( h_{(n)} \) may satisfy the lipschitzian conditions for different values of \( p \) ([4] p. 12).

Definition 3.13. An aggregation operator is sub idempotent if and only if for all \( x \in [0, 1] \) and \( n \in \mathbb{N} \), \( h(x, ..., x) \leq x \)

Proposition 3.14. Let \( T \neq \text{Min} \) be a t-norm, \( h \) a sub idempotent aggregation operator and \( n \in \mathbb{N} \). If \( h_{(n)} \) is \( E_T^p \)-lipschitzian, then \( p \geq \frac{1}{n} \).

Proof. If \( h_{(n)} \) is \( E_T^p \)-lipschitzian, then in particular, for \( x \in X \)

\[
T((E_T^p(1, x), ..., E_T^p(1, x)) \leq E_T(h(1, ..., 1), h(x, ..., x))
\]

and so

\[
x_{(n)}(p) \leq h(x, ..., x) \leq x
\]

which holds if and only if \( pn \geq 1 \) or equivalently, if and only of \( p \geq \frac{1}{n} \)

If \( T \) is a non-strict continuous archimedean t-norm the sub idempotent property can be dropped.

Proposition 3.15. Let \( T \) be a non-strict continuous archimedean t-norm with additive generator \( t \), \( h \) an aggregation operator and \( n \in \mathbb{N} \). If \( h_{(n)} \) is \( E_T^p \)-lipschitzian, then \( p \geq \frac{1}{n} \).

Proof. Putting \( x_1 = 1 \) and \( y_i = 0 \) for all \( i = 1, ..., n \) in Proposition 3.12, we get

\[
p|t(1) - t(0)| + ... + p|t(1) - t(0)| \geq |t(1) - t(0)|.
\]
In [4] it has been proved that the arithmetic mean is the only aggregation operator \( h \) whose \( n \)-ary maps \( h_{(n)} \) are \( \frac{1}{n} \)-Lipschitzian. Proposition 3.21 generalizes this result to arbitrary quasi-arithmetic means.

Next Proposition is well known.

**Proposition 3.16.** [1], [18] \( m \) is a quasi-arithmetic mean in \([0,1]\) if and only if there exists a continuous monotonic map \( t : [0,1] \to [-\infty, \infty] \) such that for all \( n \in \mathbb{N} \) and \( x_1, \ldots, x_n \in [0,1] \)

\[
m(x_1, \ldots, x_n) = t^{-1}\left(\frac{t(x_1) + \cdots + t(x_n)}{n}\right).
\]

\( m \) is continuous if and only if \( \text{Ran} \ t \neq [-\infty, \infty] \).

\( t \) will be called a generator of \( m \) and if \( m \) is generated by \( t \) we will denote it by \( m_t \).

**Lemma 3.17.** [11] Let \( t, t' : [0,1] \to [-\infty, \infty] \) be two continuous strict monotonic maps with \( \text{Ran} \ t, \text{Ran} \ t' \neq [-\infty, \infty] \) differing only by a non-zero multiplicative constant \( \alpha \) \( (t' = \alpha \ t) \) and \( m_t, m_{t'} \) the quasi-arithmetic means generated by them respectively. Then \( m_t = m_{t'} \).

**Lemma 3.18.** [11] Let \( t, t' : [0,1] \to [-\infty, \infty] \) be two continuous strict monotonic maps with \( \text{Ran} \ t, \text{Ran} \ t' \neq [-\infty, \infty] \) differing only by an additive constant and \( m_t, m_{t'} \) the quasi-arithmetic means generated by them respectively. Then \( m_t = m_{t'} \).

**Lemma 3.19.** [11] Let \( t : [0,1] \to [-\infty, \infty] \) be a continuous strict monotonic map. Then \( m_t = m_{-t} \).

**Proposition 3.20.** [11] The map assigning to every continuous Archimedean \( t \)-norm \( T \) with generator \( t \) the mean \( m_t \) generated by \( t \) is a bijection between the set of continuous Archimedean \( t \)-norms and the set of continuous quasi-arithmetic means.

**Proposition 3.21.** Let \( T \) be a continuous archimedean \( t \)-norm with additive generator \( t \) and \( m_t \) the quasi-arithmetic mean generated by \( t \).

- \( (a) \) For every \( n \in \mathbb{N} \) \( m_{t(n)} \) is \( E'_T \)-Lipschitzian if and only if \( p \geq \frac{1}{n} \).
- \( (b) \) \( m_t \) is the only aggregation operator fulfilling \( (a) \)

In Proposition 3.11 we have proved that a \( t \)-norm \( T \) is \( E_T \)-Lipschitzian. In fact, \( T_{(n)} \) can also be seen as a fuzzy point of \([0,1]^n\) and a fuzzy map from \([0,1]^{n-1}\) into \([0,1]\).

**Definition 3.22.** Let \( E \) be a \( T \)-indistinguishability operator on a set \( X \) and \( \mu \) a fuzzy subset of \( X \), \( \mu \) is a fuzzy point of \( X \) with respect to \( E \) if and only if for all \( x, y \in X \)

\[
T(\mu(x), \mu(y)) \leq E(x, y).
\]

**Proposition 3.23.** Let \( T \) be a continuous \( t \)-norm. \( T_{(n)} \) is a fuzzy point of \([0,1]^n\) with respect to \( n \)-times \( E_T \).

**Proof.** We have to prove that

\[
T(T(x_1, \ldots, x_n), T(y_1, \ldots, y_n)) \leq T(E_T(x_1, y_1), \ldots, E_T(x_n, y_n))
\]

which is an immediate consequence of

\[
T(x_i, y_i) \leq E_T(x_i, y_i) \quad \text{for all} \quad i = 1, \ldots, n.
\]

**Definition 3.24.** Let \( E, F \) be two \( T \)-indistinguishability operators on \( X \) and \( Y \) respectively and \( R \) a fuzzy set of \( X \times Y \) (i.e.: \( R : X \times Y \to [0,1] \)). \( R \) is a fuzzy map from \( X \) to \( Y \) if and only if for all \( x, x' \in X \), \( y, y' \in Y \)

- \( (a) \) \( T(E(x, x'), F(y, y'), R(x, y)) \leq R(x', y') \)
- \( (b) \) \( T(R(x, y), R(x, y')) \leq F(y, y') \).

**Proposition 3.25.** Let \( T \) be a continuous \( t \)-norm. \( T_{(n)} \) is a fuzzy map from \([0,1]^{n-1}\) to \([0,1]\) endowed with \( n \)-times \( E_T \) the \( T \)-indistinguishability operators \( E_T, \ldots, E_T \) and \( E_T \) respectively.

In fact, it can be proved in the same way that \( T_{(n)} \) is a fuzzy map from \([0,1]^k \) to \([0,1]^{n-k} \) \((2 \leq k \leq n-1)\) endowed with the \( T \) indistinguishability operators \( k \)-times \( E_T, \ldots, E_T \) and \( E_T \) respectively.

Kernel aggregation operators are a family of aggregation operators tightly related to lipschitzian ones. They were introduced in [17] (see also [13], [4]). As the lipschitzian condition, the condition for being a kernel operator was related to the usual metric on the unit interval. It can be extended using natural indistinguishability operators in the same way as it has been done in this paper with the lipschitzian condition. Again, if the \( T \) norm is the Lukasiewicz one, the original definition of [17] is recovered.
Definition 3.26. Let $E$ be a $T$-indistinguishability operator on $[0,1]$ and $h$ an aggregation operator. $h$ is an $E$-kernel aggregation operator if and only if for all $n \in \mathbb{N}$, 
\[ \forall x_1, ..., x_n, y_1, ..., y_n \in [0,1] \]
\[ Min(E(x_1, y_1), ..., E(x_n, y_n)) \leq E_T(h(x_1, ..., x_n), h(y_1, ..., y_n)). \]

Proposition 3.27. Let $E$ be a $T$-indistinguishability operator on $[0,1]$ and $h$ an aggregation operator. $h$ is an $E$-kernel aggregation operator if and only if $h^{(n)}$ (as a fuzzy subset of $[0,1]^n$) is extensional with respect to $n$ times $\text{Min}(E, ..., E)$ for all $n \in \mathbb{N}$.

Proof. Proposition 2.12

For archimedean t-norms, the kernel property can be written as in the follows.

Proposition 3.28. Let $T$ be a continuous archimedean t-norm with additive generator $t$, $p \in [0,1]$ and $h$ an aggregation operator. $h$ is $E_T^n$-kernel aggregation operator if and only if for all $n \in \mathbb{N}$, 
\[ \forall x_1, ..., x_n, y_1, ..., y_n \in [0,1] \]
\[ Max(p|t(x_1) - t(y_1)|, ..., p|t(x_n) - t(y_n)|) \geq |t(h(x_1, ..., x_n)) - t(h(y_1, ..., y_n))| \]  
(2).

Proof.
\[ Min(t^{-1}(p|t(x_1) - t(y_1)|), ..., t^{-1}(p|t(x_n) - t(y_n)|)) \leq t^{-1}(|t(h(x_1, ..., x_n)) - t(h(y_1, ..., y_n))|) \]
\[ t^{-1}(Max(p|t(x_1) - t(y_1)|, ..., p|t(x_n) - t(y_n)|)) \leq t^{-1}(|t(h(x_1, ..., x_n)) - t(h(y_1, ..., y_n))|) \]
\[ Max(p|t(x_1) - t(y_1)|, ..., p|t(x_n) - t(y_n)|) \geq |t(h(x_1, ..., x_n)) - t(h(x_1, ..., x_n))|. \]

If $T$ is the Lukasiewicz t-norm and $p = 1$, then (2) is the definition of the kernel aggregation operator in [17].

4 Concluding Remarks

In this paper Lipschitzian and kernel aggregation operators with respect to the natural $T$-indistinguishability operator $E_T$ and their powers have been studied.

It has been proved that a t-norm $T$ is $E_T$-lipschitzian, and a fuzzy point and a fuzzy map as well.

Quasi-arithmetic means $m_n$ play an important role since they are the more stable aggregation operator with respect to $T$, meaning that the corresponding $n$-ary operators $m^{(n)}_T$ are $E_T^n$-lipschitzian maps.

Lipschitzian and kernel properties are not only interesting for aggregation operators, but in almost any part of fuzzy reasoning and they deserve a deep study.
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Abstract
The goal of this paper is to push forward the development of the apparatus of the Fuzzy Class theory. We concentrate on three areas: strengthening the universal quantifier, formalizing the idea that ‘similar’ fuzzy sets fulfill their properties to ‘similar’ degrees, and embedding of classical crisp theories into Fuzzy Class theory.
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1 Introduction
Fuzzy Class Theory has the aim to axiomatize the notion of fuzzy set. A brief overview of FCT can be found in Appendix A, where also all necessary defined predicates of the theory, freely used in the following sections, are introduced. For a detailed account of the theory we refer the reader to the original paper [1] or a freely available primer [2].

The goal of this paper is to advance the apparatus of FCT in three ways. First, we introduce a class of quantifiers strengthening the universal quantifier, the so-called super-universal quantifiers (note that the classical theory of generalized quantifiers studies just ‘weaker’ variants of universal quantifier, like ‘many’ or ‘almost all’, as in the classical logic the universal quantifier is the only super-universal quantifier). The usual motivations for studies of generalized quantifiers are linguistic, but our motivation is purely ‘logical’ and ‘mathematical’. Recall that for any multiset $M$ of terms we can show:

$$(\forall x)\varphi \rightarrow \bigwedge_{t \in M} \varphi(t)$$

The most notable super-universal quantifier is the so-called multiplicative quantifier. It is, roughly speaking, a quantifier $Q$ such that for each multiset $M$ of terms holds:

$$(Qx)\varphi \rightarrow \bigwedge_{t \in M} \varphi(t)$$

Observe that $\forall$ clearly does not satisfy the above formula, but the quantifier $\bigtriangleup \forall$ does, and so does some other ones (e.g., the one assigning to each formula a largest idempotent below all instances of $\varphi$).

Then, in Section 3, we study the so-called weak congruence property, generalizing the work of Bělohlávek ([4, Lemma 4.8]). There the author shows that if two sets are ‘equal’ in the high degree, they share the same properties, formally written as:

$$X \approx^n Y \rightarrow (\varphi(X) \leftrightarrow \varphi(Y))$$

The degree $n$ depends on the complexity of formula (property) $\varphi$. The generalization we offer is based on the crucial observation that in FCT we can define the following two different notions of set equality (both used in fuzzy set theory papers):

$$A \approx B \equiv_{df} (\forall x)(x \in A \leftrightarrow x \in B)$$
$$A \approx B \equiv_{df} (A \subseteq B) \& (B \subseteq A)$$

By a finer syntactic analysis of the form of formula $\varphi$ we manage to prove theorem of the form:

$$X \approx^{m,n} Y \rightarrow (\varphi(X) \leftrightarrow \varphi(Y))$$

note that [4, Lemma 4.8] would give us just:

$$X \approx^{m+n} Y \rightarrow (\varphi(X) \leftrightarrow \varphi(Y))$$

We can show the following implication and non-validity of the converse one:

$$A \approx^{m+n} B \rightarrow A \approx^{m,n} B$$

Thus our result is indeed a non-trivial generalization.

Finally, in Section 4, we study how to embed classical crisp theories into FCT. The results in this section are
not surprising, they are just thorough formalizations of the fact that we can translate classical theories formalized in the classical type theory to FCT since FCT ‘contains’ classical simple type theory. The first step of this formalization, the case of first-order theories, was done already in the original paper [1].

2 Super-universal quantifiers

A unary quantifier is a fuzzy class of the second order and a binary quantifier is a binary fuzzy relation of the second order. We shall use the usual conventions to write $QX$ instead of $X \in Q$. Here we restrict ourselves to unary quantifiers, for simplicity, the more general study of binary ones will be a subject of some future papers. Let us now mention how the quantifiers, as we defined them, relate to the ‘usual’ ones. We set:

$$\alpha \equiv df \exists \{x \mid x \in \alpha\}$$

Other way round, if $Q$ is a ‘usual’ quantifier of (an extension of) FCT, we can write $QX \equiv df \exists \{x \mid x \in X\}$. In particular we have fuzzy class of fuzzy classes $\forall$ defined as $\forall X \equiv df \exists (\forall x)(x \in X)$. Now we single out natural properties for “super-universal” quantifiers. Let us, for now, work on the meta-level and understand the following conditions as new axioms or rules added to FCT.

1. from $\varphi \to \psi$ infer $(Qx)\varphi \to (Qx)\psi$
2. from $\varphi$ infer $(Qx)\varphi$
3. $(Qx)\varphi \to \varphi(t)$

Let us rewrite these conditions to the “class” form.

1. $(X \subseteq Y) \to (QX \to QY)$
2. $QV$
3. $Q \subseteq \forall$

Recall the meaning of the super-universal quantifier $(Qx)\varphi$ can be roughly described as: “closeness of the class $\{x \mid x \varphi\}$ to the universal class $\forall$”. The first condition expresses monotonicity of this concept (“bigger” classes are closer to $V$ than the “smaller” ones), the second one expresses the fact that $V$ is fully close to itself. The final one is the condition of super-universality: in classical logic it would lead to $Q = \forall$ and so this condition is always omitted when interpreting universal-like quantifiers like ‘many’, ‘almost all’, etc. Finally observe that if we would replace condition 1. with:

$$\alpha \equiv df \exists (\forall x)(x \in \alpha)$$

then by setting $X = V$ we would get (by condition 2) that $\forall Y \to QY$; thus together with condition 3. we would get $\forall = \forall$. Other feasible option would be to replace condition 1. by:

$$(Qx)(\varphi \to \psi) \to ((Qx)\varphi \to (Qx)\psi)$$

This condition (together with condition 2.) implies the original condition 1. and so it would constitute an interesting subclass of super-universal quantifiers, we left the study of this class to some upcoming paper.

Let us step down from the meta-level of FCT and start building a theory of super-universal quantifiers inside FCT. We define a (third order) class $SUQ$:

$$SUQ^{m,l,u}(Q) \equiv df ((\forall X,Y)((X \subseteq Y) \to (QX \to QY)))^m \& (QV)^l \& Q \subseteq u \forall$$

Let us recall the usual conventions:

$$SUQ^m(Q) \equiv df SUQ^{m,m,m}(Q) \& SUQ(Q) \equiv df SUQ^1(Q)$$

Lemma 2.1 FCT proves:

Crisp$[I] \& I \neq \emptyset \& (\forall Q \in I)(SUQ(Q)) \to SUQ(\bigcup I)$

Crisp$[I] \& I \neq \emptyset \& (\forall Q \in I)(SUQ(Q)) \to SUQ(\bigcup I)$

Obviously, in FCT we can prove, $\Delta SUQ(\forall)$, $\Delta SUQ(Ker(\forall))$, and $Ker(\forall) = \{V\}$. In fact we can prove more:

Lemma 2.2 FCT proves:

$$\forall = \bigcup\{Q \mid SUQ(Q)\} = \bigcup\{Q \mid \Delta SUQ(Q)\}$$

$$Ker(\forall) = \bigcap\{Q \mid SUQ(Q)\} = \bigcap\{Q \mid \Delta SUQ(Q)\}$$

I.e. the universal quantifier is the largest (fully) super-universal quantifier and its kernel is the least (fully) super-universal quantifier.

Let us define other notable quantifiers, first the largest idempotent super-universal quantifier:

$$S = \bigcup\{Q \mid \Delta SUQ(Q) \& Q = Q \cap Q\}$$

It can be easily shown that this quantifier corresponds to the storage quantifier introduced in [8]. Clearly, as $Ker(\forall) = Ker(\forall) \cap Ker(\forall)$ we can use Lemma 2.1 to get:

Lemma 2.3 FCT proves $SUQ(S)$

Semantically speaking we get:
Lemma 2.4 Let $A$ be an $\Delta$-algebra and $M$ an $A$-model of FCT. Then $\|SX\|$ is the largest idempotent smaller than $\|a \in X\|$ for each $a \in M$.

Lemma 2.5 Let $\varphi$ be a formula, $x$ a variable, $M$ a multiset of terms. Then in FCT we can prove:

$$\begin{align*}
(Sx)\varphi & \rightarrow \bigwedge_{t \in M} \varphi(t) \\
(Sx)\varphi & \rightarrow (Sx)\varphi \land \varphi(t)
\end{align*}$$

(3) (4)

Now we define another ‘multiplicatory’ quantifier.

$$\mathcal{M} = \bigcup \left\{ Q \ | \ \Delta \mathcal{SUQ}(Q) \land (\forall X,x) \right. \bigtriangleup \left( (x \in X \rightarrow QX) \lor (QX \leftarrow QX \land QX) \right) \big\}$$

As clearly $S$ fulfills the defining condition, we can use Lemma 2.1 to get:

Lemma 2.6 FCT proves $\mathcal{SUQ}(\mathcal{M})$.

Now we show the semantical interpretation of quantifier. Let $A$ be an $\Delta$-algebra. We define for a set $B \subseteq A$ a ‘multiplication’ of $B$ as:

$$\bigwedge B = \inf_{n \in \mathbb{N}, a_1, \ldots, a_n \in B} a_1 \land \ldots \land a_n.$$ 

Notice that we do not assume that $a_i \neq a_j$ (for $i \neq j$) in the above definition, i.e., $\bigwedge B$ is the infimum of products $a_1 \land \ldots \land a_n$ for all finite sequences $a_1, \ldots, a_n$ of elements from $B$. Due to the space restriction we have to skip the formal proofs of the following two lemmata, but the second one is a clear semantical consequence of the first one.

Lemma 2.7 Let $A$ be an $\Delta$-algebra and $M$ an $A$-model of FCT. Then

$$\|MX\| = \bigwedge \{ \|a \in X\| \mid a \in M \}$$

Lemma 2.8 Let $\varphi$ be a formula, $x$ a variable, and $M$ a finite multiset of terms. Then in FCT we can prove:

$$(Sx)\varphi \rightarrow (MX)\varphi \rightarrow \bigwedge_{t \in M} \varphi(t)$$

(5)

Thus we can say that both $\mathcal{M}$ and $S$ are ‘multiplicatory’ quantifiers. As the following lemma shows the first implication cannot be reversed, i.e., $\mathcal{M}$ is ‘better’ multiplicative quantifier as it gives us a better bound to $\bigwedge \varphi(t)$. In fact its semantics shows that $\mathcal{M}$ gives the best bound.

Lemma 2.9 In FCT we cannot prove

$$(MX)\varphi \rightarrow (Sx)\varphi$$

(6)

$$(MX)\varphi \rightarrow (MX)\varphi \land \varphi(t)$$

(7)

Proof: We just show the second claim, as the first one is its simple consequence (taking in account the previous lemma and Lemma 2.5). We just construct an $\Delta$-chain $A$ which is a counterexample to the claim that

$$\bigwedge B \leq (\bigwedge B) \land a,$$

where $B \subseteq A$ and $a \in B$. The construction of a particular model of FCT which refutes $(MX)\varphi \rightarrow (MX)\varphi \land \varphi(t)$ is then simple.

Let $A' = \{ (x,m,s) \mid m, s \in \mathbb{Z} \}$ and let $r \leq (m, s)$ if $k = m$ and $r \leq s$. The operations are defined as follows:

$$(k,r) \rightarrow (m,s) = \begin{cases} (k+m, r+s) & \text{if } (k,r) \leq (m,s) \\ (m-k, \min(0, s-r)) & \text{otherwise}. \end{cases}$$

Then $A' = (A', \&, \lor, \leq, (0,0))$ is an integral commutative residuated chain and the ordinal sum $A = 2 \oplus A'$ is an $\Delta$-chain (where $2$ is the two-element Boolean algebra). The $\Delta$-chain $A$ can be clearly viewed as an $\Delta$-chain.

Now, let $B = \{ (0,1) \} \subseteq A$. Then

$$\bigwedge B = \inf_{n \in \mathbb{N}} (0, -1)^n = (-1,0).$$

However $(-1,0) \land (0,-1) = (-1,-1) < (-1,0).$ Q.E.D.

3 Weak congruence property

We define a notion of positive and negative occurrence of a subformula $\psi$ in a formula $\varphi$. Let us denote it by $\varphi_+^{\psi} \in \{ +1, -1 \}$. This notation is rather relaxed as the subformula $\psi$ can appear in $\varphi$ several times. Let us understand $\psi$ is this notion as a subformula together with its fixed occurrence rather than just a subformula. We define it by induction, let $\varphi$ be a predicate formula in the language of FCT, without the propositional connective $\leftrightarrow$ and $\psi$ its subformula.

- $\varphi_+^{\psi} = +1$
- $\varphi_+^{\psi \chi} = \varphi_+^{\psi} \varphi_+^\chi = \varphi_+^{\psi}$ for $\chi \in \{ \& , \land, \lor \}$ and any formula $\chi$
- $\varphi_+^{\chi} = \varphi_+^{\neg \chi} = \varphi_+^{\chi}$ for any formula $\chi$
- $\varphi_+^{\neg \chi} = -\varphi_+^{\neg \chi}$ for any formula $\chi$

We say that an occurrence of subformula $\psi$ of $\varphi$ is $\Delta$-bound if it lies in the scope of $\Delta$ connective.
Lemma 3.1 Let \( \varphi, \psi, \chi, \delta \) be formulas, \( \delta \) a subformula of \( \chi \), let us pick one occurrence of \( \delta \). Let us define formulas \( \chi(\delta!\varphi) \) and \( \chi(\delta!\psi) \) as formulas resulting from \( \chi \) by replacing the chosen occurrence of \( \delta \) by \( \varphi \) (\( \psi \) respectively). Finally, let \( x_1, \ldots, x_n \) be free variables of \( \varphi \) and \( \psi \) which become bound in \( \chi(\delta!\varphi) \) or \( \chi(\delta!\psi) \).

In first-order MTL\( _\Delta \) we can prove:

- \((\forall x_1, \ldots, x_n)(\varphi \rightarrow \psi) \rightarrow (\chi(\delta!\varphi) \rightarrow \chi(\delta!\psi))\) if that occurrence is positive
- \((\forall x_1, \ldots, x_n)(\varphi \rightarrow \psi) \rightarrow (\chi(\delta!\varphi) \rightarrow \chi(\delta!\psi))\) if that occurrence is negative

Furthermore if that occurrence is not \( \Delta \)-bound we can prove:

- \((\forall x_1, \ldots, x_n)(\varphi \rightarrow \psi) \rightarrow (\chi(\delta!\varphi) \rightarrow \chi(\delta!\psi))\) if the chosen occurrence is positive
- \((\forall x_1, \ldots, x_n)(\varphi \rightarrow \psi) \rightarrow (\chi(\delta!\varphi) \rightarrow \chi(\delta!\psi))\) if the chosen occurrence is negative

The proof is almost straightforward but very tedious, so we skip it.

Let us denote by \( \chi(\delta) : \varphi \) the formula resulting from \( \chi \) by replacing all occurrences of its subformula \( \delta \) by \( \varphi \). Finally by \( +^\varphi_\Delta \) we denote the number of positive occurrences of \( \psi \) in \( \varphi \), if any of those occurrences is \( \Delta \)-bound define \( +^\varphi_\psi = \Delta \) (analogously we define \( -^\varphi_\psi \) for negative occurrences). Recall the convention that \( \varphi^\Delta = \Delta \varphi \).

Corollary 3.2 Let \( \varphi, \psi, \chi, \delta \) be formulas, \( \delta \) a subformula of \( \chi \). Let \( x_1, \ldots, x_n \) be free variables in \( \varphi \) and \( \psi \) which become bound in \( \chi(\delta : \varphi) \) or \( \chi(\delta : \psi) \). In first-order MTL\( _\Delta \) we can prove:

\[
(\forall x_1, \ldots, x_n)(\varphi \rightarrow \psi)^{+\delta_\varphi} \& (\forall x_1, \ldots, x_n)(\psi \rightarrow \varphi)^{-\delta_\psi} \rightarrow (\chi(\delta : \varphi) \rightarrow \chi(\delta : \psi))
\]

Corollary 3.3 Let \( \varphi, \psi \) be sentences and \( \chi, \delta \) be formulas, \( \delta \) a subformula of \( \chi \). In first-order MTL\( _\Delta \) we can prove:

\[
(\varphi \rightarrow \psi)^{+\delta} \& (\psi \rightarrow \varphi)^{-\delta} \rightarrow (\chi(\delta : \varphi) \rightarrow \chi(\delta : \psi))
\]

As a corollary we obtain the main theorem of this section. But first we define:

Definition 3.4 Let \( \varphi \) be a formula of FCT and \( A \) a free variable of any order of \( \varphi \). We say that \( A \) is purely extensional in \( \varphi \) if it occurs in \( \varphi \) just in subformulas of the form \( X_i \in A \) for some object variables \( X_i \). Then by \( +^A_\varphi \) we denote the number of positive occurrences of formulas of the form \( X_i \in A \) in \( \varphi \) (analogously we define \( -^A_\varphi \)), again we set it as \( \Delta \) if any of those occurrences is \( \Delta \)-bound.

Finally by \( \varphi(A : X) \) we denote the formula resulting from \( \varphi \) by replacing all occurrences of class term \( A \) by term \( X \) of the same order as \( A \).

Theorem 3.5 Let \( \varphi \) be a formula of FCT and \( A \) a purely extensional free variable of \( \varphi \). Then we can prove:

\[
X \triangleq_\Delta^+_\varphi X \rightarrow (\varphi(A : X) \rightarrow \varphi(A : Y))
\]

Observe that if no occurrence of \( A \) is \( \Delta \)-bound then \( n = +^A_\varphi +^{-A}_\varphi \) is the number of occurrences of \( A \) in \( \varphi \) and as FCT trivially proves

\[
X \equiv^n Y \rightarrow X \equiv_\Delta^+_\varphi Y,
\]

we get:

\[
X \equiv^n Y \rightarrow (\varphi(A : X) \rightarrow \varphi(A : Y))
\]

This form was proven already in [4, Lemma 4.8.] (in a slightly different framework). Notice that our result is indeed stronger as:

Lemma 3.6 FCT does not prove:

\[
X \equiv_\Delta^+_\varphi X \rightarrow X \equiv^n Y
\]

Example 3.7 In FCT, we can prove

- \( R \subseteq S \rightarrow (\text{Refl}(R) \rightarrow \text{Refl}(S)) \)
- \( R \equiv S \rightarrow (\text{Sym}(R) \rightarrow \text{Sym}(S)) \)
- \( R \equiv^{1,2} S \rightarrow (\text{Trans}(R) \rightarrow \text{Trans}(S)) \)

Compare with [4, Lemma 4.8.], which would give us only:

- \( R \approx S \rightarrow (\text{Refl}(R) \rightarrow \text{Refl}(S)) \)
- \( R \approx^2 S \rightarrow (\text{Sym}(R) \rightarrow \text{Sym}(S)) \)
- \( R \approx^3 S \rightarrow (\text{Trans}(R) \rightarrow \text{Trans}(S)) \)

4 Containment of crisp theories

We define a notion of hereditary crisp set by induction as:

\[
\text{HCrisp}^{(2)}(X) \equiv_\Delta \text{Crisp}(X)
\]
\[
\text{HCrisp}^{(n+1)}(X) \equiv_\Delta \text{Crisp}(X) \& (\forall Z \in X)((\text{HCrisp}^{(n)}(Z))
\]
Sometimes we write just $\text{HCrisp}(X)$ when the type is known. Notice that $\{X \mid \text{HCrisp}^{(n+1)}(X)\}$ is indeed a fuzzy class of the $(n+1)$-st order.

Since FCT contains the classical theory of classes (for classes which are crisp), we can introduce all concepts which are definable in classical class theory (i.e., in classical simple type theory, or Boolean higher-order logic). The only thing we need to do is adding new predicate and functional symbols of the appropriate sorts and axioms saying that all predicates and functions appearing in the theory are crisp.

**Definition 4.1** Let $\Gamma$ be a higher-order language and $T$ a $\Gamma$-theory. We define the language $\text{FCT}(\Gamma)$ as the language of FCT extended by $\Gamma$. We define translation $\cdot'$ of $\Gamma$-formulas and terms into $\text{FCT}(\Gamma)$-formulas and terms in the following way:

- $t' = t$ for each term $t$
- $\varphi' = \varphi$ for each atomic formula $\varphi$
- $(\varphi \circ \psi)' = \varphi' \circ \psi'$ for $\circ \in \{\&, \rightarrow, \land\}$
- $((\forall X)(\varphi))' = (\forall X)(\text{HCrisp}(X) \rightarrow \varphi')$
- $((\exists X)(\varphi))' = (\exists X)(\text{HCrisp}(X) \& \varphi')$

We define the theory $\text{FCT}(T)$ in the language $\text{FCT}(\Gamma)$ as the theory with the following axioms:

- The axioms of FCT
- The axioms of the form $\varphi'$ for each $\varphi \in T$
- $\text{HCrisp}(Q)$ for each predicate symbol $Q \in \Gamma$

The proof of the following lemma is almost straightforward.

**Lemma 4.2** Let $\Gamma$ be a higher-order language, $T$ a $\Gamma$-theory, $L$ an $\text{MTL}_\Delta$-algebra. If $M$ is an $L$-model of $\text{FCT}(T)$, then the classical model $M^c$ in the language $\Gamma$ with the domain $M$ and $S_M = S_M$ for each $S \in \Gamma$, is a model (in the sense of classical Henkin style higher-order logic) of the theory $T$. Vice versa, for each classical model $M$ of $T$ there is an $L$-model $N$ of $\text{FCT}(T)$ such that $N^c$ is isomorphic to $M$.

Therefore, $T \vdash \varphi$ if $\text{FCT}(T) \vdash \varphi'$, for any $\Gamma$-formula $\varphi$ (where the first provability is in classical Henkin style higher-order logic and the second in FCT).

**Example 4.3** Let $\tau$ be a constant for a class of classes and $T$ the theory with the axioms:

- $\emptyset \in \tau$
- $\forall \in \tau$
- $(\forall X)(\text{HCrisp}(X) \rightarrow (X \subseteq \tau \rightarrow \bigcup X \in \tau))$
- $(\forall X,Y)(\text{HCrisp}(X) \& \text{HCrisp}(Y) \rightarrow (X \in \tau \& Y \in \tau \rightarrow X \cap Y \in \tau))$

Then in each $L$-model of the theory $T$, the constant $\tau$ is represented by a classical topology on the universe of objects.

**A Fuzzy Class Theory**

In this section, we present an overview of Fuzzy Class Theory (FCT) in order to provide the reader with the necessary background. Note that this is only a brief introduction to the most basic concepts of FCT with the aim to keep the paper self-contained. Readers who want to understand all details should not expect to find all necessary material in this paper. Instead, they are referred to the freely available primer [2].

In the first paper [1], FCT was based on the logic $\text{LII}$ [6]. In this paper, we use the logic $\text{MTL}_\Delta$; obviously all definitions and basic results of [1] can be transferred from $\text{LII}$ to $\text{MTL}_\Delta$. For an introduction to $\text{MTL}_\Delta$, see [5]; a more detailed treatment on first-order $\text{MTL}_\Delta$ with crisp equality can be found in [7]).

**Definition A.1** Fuzzy Class Theory (over $\text{MTL}_\Delta$) is a theory over multi-sorted first-order logic $\text{MTL}_\Delta$ with crisp equality. We have sorts for individuals of the zeroth order (i.e., atomic objects) denoted by lowercase variables $a, b, c, x, y, z, \ldots$; individuals of the first order (i.e., fuzzy classes) denoted by uppercase variables $A, B, X, Y, \ldots$; individuals of the second order (i.e., fuzzy classes of fuzzy classes) denoted by calligraphic variables $\mathcal{A}, \mathcal{B}, \mathcal{X}, \mathcal{Y}, \ldots$; the individuals of the $n$-th order denoted by $X^{(n)}$. Individuals $\xi_1, \ldots, \xi_k$ of each order can form $k$-tuples (for any $k \geq 0$, denoted by $\langle \xi_1, \ldots, \xi_k \rangle$); tuples are governed by the usual axioms known from classical mathematics (e.g., tuples equal if and only if their respective constituents equal). Furthermore, for each variable $x$ of any order $n$ and for each formula $\varphi$ there is a class term $\{x \mid \varphi\}$ of order $n + 1$.

Besides the logical predicate of identity, the only primitive predicate is the membership predicate $\in$ between successive sorts (i.e., between individuals of the $n$-th order and individuals of the $(n+1)$-st order, for any $n$). The axioms for $\in$ are the following (for variables of all orders):

- $(\in_1) \quad y \in \{x \mid \varphi(x)\} \iff \varphi(y)$, for each formula $\varphi$ (comprehension axioms)
Moreover, we use all axioms and deduction rules of first-order MTL\(_2\). Theorems, theories, proofs, etc., can be defined completely analogously.

**Observation A.2** Since the language of FCT is the same at each order, defined symbols of any order can be shifted to all higher orders as well. Since furthermore the axioms of FCT have the same form at each order, all theorems on FCT-definable notions are preserved by uniform upward order-shifts.

**Convention A.3** For better readability, let us make the following conventions:

- We use \((\forall x \in A)\varphi\), \((\exists x \in A)\varphi\) as abbreviations for \((\forall x)(x \in A \rightarrow \varphi)\) and \((\exists x)(x \in A & \varphi)\), respectively.
- We use the notation \(\{x \in A \mid \varphi\}\) as abbreviation for \(\{x \mid x \in A & \varphi\}\).
- We use \(\langle x_1, \ldots, x_k \rangle \mid \varphi\) as abbreviation for \(\{x \mid (\exists x_1) \ldots (\exists x_k) (x = \langle x_1, \ldots, x_k \rangle & \varphi)\}\).
- The formulae \(\varphi & \ldots & \varphi\) (n times) are abbreviated \(\varphi^n\); instead of \((x \in A)^n\), we can write \(x \in^n A\) (analogously for other predicates).

Furthermore, \(x \notin A\) is shorthand for \(\neg (x \in A)\); analogously for other binary predicates.

- We use \(Ax\) and \(Rx_1 \ldots x_n\) synonymously for \(x \in A\) and \(\langle x_1, \ldots, x_n \rangle \in R\), respectively.

- A chain of implications of the form \(\varphi_1 \rightarrow \varphi_2\), \(\varphi_2 \rightarrow \varphi_3\), \ldots, \(\varphi_{n-1} \rightarrow \varphi_n\) will for short be written as \(\varphi_1 \rightarrow \varphi_2 \rightarrow \cdots \rightarrow \varphi_n\); analogously for the equivalence connective.

**Definition A.4** In FCT, we define the following elementary fuzzy set operations:

\[
\emptyset =_{df} \{x \mid 0\} \\
\mathbb{V} =_{df} \{x \mid 1\} \\
\{a\} =_{df} \{x \mid x = a\} \\
\text{Ker}(A) =_{df} \{x \mid \Delta(x \in A)\} \\
A \cap B =_{df} \{x \mid x \in A \& x \in B\} \\
A \cup B =_{df} \{x \mid x \in A \lor x \in B\}
\]

**Definition A.5** In FCT, we define basic properties of fuzzy relations as follows:

\[
\text{Refl}(R) =_{df} (\forall x)Rxx \\
\text{Sym}(R) =_{df} (\forall x, y)(Rxy \rightarrow Ryx) \\
\text{Trans}(R) =_{df} (\forall x, y, z)(Rzy \& Ryz \rightarrow Rxz)
\]

**Definition A.6** Further we define in FCT the following elementary relations between fuzzy sets:

\[
\begin{align*}
\text{Crisp}(A) & =_{df} (\forall x)(x \in A \lor x \notin A) \\
A \subseteq B & =_{df} (\forall x)(x \in A \rightarrow x \in B) \\
A \approx B & =_{df} (\forall x)(x \in A \leftrightarrow x \in B) \\
A \equiv^{m,n} B & =_{df} (A \subseteq^n B) \& (B \subseteq^m A)
\end{align*}
\]

Let us recall the standard conventions:

\[
A \equiv^m B =_{df} A \equiv^{m,m} B \quad A \equiv B =_{df} A \equiv^1 B
\]

**Definition A.7** The union and intersection of a class of classes are functions defined as

\[
\bigcup A =_{df} \{x \mid (\exists A \in A)(x \in A)\} \\
\bigcap A =_{df} \{x \mid (\forall A \in A)(x \in A)\}
\]

The models of FCT are systems (closed under definable operations) of fuzzy sets (and fuzzy relations) of all orders over some crisp universe \(U\), where the membership functions of fuzzy subsets take values in some MTL\(_\Delta\)-chain. Intended models are those which contain all fuzzy subsets and fuzzy relations over \(U\) (of all orders); we call such models full. Models in which moreover the MTL\(_\Delta\)-chain is standard (i.e., given by a left-continuous t-norm on the unit interval \([0,1]\)) correspond to Zadeh’s [10] original notion of fuzzy set; therefore we call them Zadeh models.

FCT is sound with respect to Zadeh (or full) models; thus, whatever we prove in FCT is true about real-valued (or \(L\)-valued for any MTL\(_\Delta\)-chain \(L\)) fuzzy sets and relations. Although the theory of Zadeh models is not completely axiomatizable, the axiomatic system of FCT approximates it very well: the comprehension axioms ensure the existence of (at least) all fuzzy sets which are definable (by a formula of FCT), and the axioms of extensionality ensure that fuzzy sets are determined by their membership functions. This axiomatization is sufficient for almost all practical purposes; it can be characterized as simple type theory over fuzzy logic (cf. [9]) or Henkin-style higher-order fuzzy logic.
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Abstract

Fuzzy topology based on interior operators is studied in the fully graded framework of Fuzzy Class Theory. Its relation to graded notions of fuzzy topology given by open sets and neighborhoods is shown.
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1 Introduction

Fuzzy topology is a discipline of fuzzy mathematics developed since the beginning of the theory of fuzzy sets [13, 16, 21, 20, 22, 19]. Besides established approaches to fuzzy topology (categorial, lattice-valued, etc.), recent advances in metamathematics of fuzzy logic have enabled an approach to fuzzy topology based on formal fuzzy logic. The framework of higher-order fuzzy logic, also known as Fuzzy Class Theory [4], is especially suitable for fuzzy topology, as it easily accommodates fuzzy sets of fuzzy sets (of arbitrary orders), which are constantly encountered in fuzzy topology.

In classical mathematics, topology can be defined in several equivalent ways: by a system of open (closed) sets, by a system of neighborhoods, or by an interior (closure) operator. These definitions, however, are no longer equivalent in fuzzy logic. Notions of fuzzy topology given by open sets and neighborhoods have been investigated in the framework of Fuzzy Class Theory [9]. In the present paper we focus on fuzzy topology given by interior operators. Unlike the authors of previous studies of interior and closure operators (e.g., [15, 10, 11]), we work in the fully graded and formal framework of Fuzzy Class Theory, following the methodology of [6]. This approach yields a specific kind of results [8], incomparable to those obtained in traditional fuzzy mathematics: they are on the one hand more general (namely fully graded, i.e., admitting partially valid assumptions), while on the other hand limited to the scope of applicability of deductive fuzzy logic [2].

2 Preliminaries

Fuzzy Class Theory FCT, introduced in [4], is an axiomatization of Zadeh’s notion of fuzzy set in formal fuzzy logic. We use its variant defined over $\text{MTL}_\Delta$ [14], the logic of all left-continuous t-norms, which is arguably [2] the weakest fuzzy logic with good inferential properties for fully graded fuzzy mathematics in the framework of formal fuzzy logic [6].

We assume the reader’s familiarity with $\text{MTL}_\Delta$; for details on this logic see [14]. Here we only recapitulate its standard real-valued semantics:

\[
\begin{align*}
& \& \ldots \text{a left-continuous t-norm } * \\
& \to \ldots \text{the residuum } \Rightarrow \text{ of } *, \text{ defined as } \\
& \quad x \Rightarrow y = \sup \{z \mid z * x \leq y\} \\
& \land, \lor \ldots \text{min, max} \\
& \neg \ldots \text{the bi-residuum: } min(x \Rightarrow y, y \Rightarrow x) \\
& \Delta \ldots \Delta x = 1 - \text{sgn}(1 - x) \\
& \forall, \exists \ldots \inf, \sup
\end{align*}
\]

Definition 2.1 Fuzzy Class Theory FCT is a formal theory over multi-sorted first-order fuzzy logic (in this paper, $\text{MTL}_\Delta$), with the sorts of variables for

- Atomic objects (lowercase letters $x, y, \ldots$)
- Fuzzy classes of atomic objects (uppercase letters $A, B, \ldots$)
- Fuzzy classes of fuzzy classes of atomic objects (Greek letters $\tau, \sigma, \ldots$)
Fuzzy classes of the third order (in this paper denoted by sans serif letters $A, B, a, b, \ldots$)

Etc., in general for fuzzy classes of the $n$-th order $(X^{(n)}, Y^{(n)}, \ldots)$

Besides the crisp identity predicate $=$, the language of FCT contains:

- The membership predicate $\in$ between objects of successive sorts
- Class terms $\{x \mid \varphi\}$ of order $n+1$, for any variable $x$ of any order $n$ and any formula $\varphi$
- Symbols $(x_1, \ldots, x_k)$ for $k$-tuples of individuals $x_1, \ldots, x_k$ of any order

FCT has the following axioms (for all formulae $\varphi$ and variables of all orders):

- The logical axioms of multi-sorted first-order logic $\text{MTL}_\triangle$
- The axioms of crisp identity:
  
  $x = x$
  
  $x = y \rightarrow (\varphi(x) \rightarrow \varphi(y))$
  
  $(x_1, \ldots, x_k) = (y_1, \ldots, y_k) \rightarrow x_i = y_i$

- The comprehension axioms:

$$y \in \{x \mid \varphi(x)\} \leftrightarrow \varphi(y)$$

- The extensionality axioms:

$$(\forall x) \triangle (x \in A \leftrightarrow x \in B) \rightarrow A = B$$

Note that in FCT, fuzzy sets are rendered as a primitive notion rather than modeled by membership functions. In order to capture this distinction, fuzzy sets are in FCT called fuzzy classes; the name fuzzy set is reserved for membership functions in the models of the theory.

The models of FCT are systems of fuzzy sets (and fuzzy relations) of all orders over a crisp universe of discourse, with truth degrees taking values in an $\text{MTL}_\triangle$-chain $L$ (e.g., the interval $[0, 1]$ equipped with a left-continuous $t$-norm); thus all theorems on fuzzy classes provable in FCT are true statements about $L$-valued fuzzy sets. Notice however that the theorems of FCT have to be derived from its axioms by the rules of the fuzzy logic $\text{MTL}_\triangle$ rather than classical Boolean logic. For details on proving theorems of FCT see [7] or [5].

In formulae of FCT we employ usual abbreviations known from classical mathematics or traditional fuzzy mathematics, including those listed in Table 1. Usual rules of precedence apply to the connectives of $\text{MTL}_\triangle$. Furthermore we define standard derived notions of FCT, summarized in Table 2, for all orders of fuzzy classes.

Fuzzy counterparts of classical mathematical notions are in the present paper defined following the methodology sketched in [18, §5] and further elaborated in [4, §7], namely by choosing a suitable formula that expresses the classical definitions and re-interpreting it in fuzzy logic.

A distinguishing feature of FCT is that not only the membership predicate $\in$, but all defined notions are in general fuzzy (unless they are defined as provably crisp). FCT thus presents a fully graded approach to fuzzy mathematics. The importance of full gradedness in fuzzy mathematics is explained in [7, 3, 1]: its main merit lies in that it allows inferring relevant information even when a property of fuzzy sets is not fully satisfied. Fuzzy topology has a long tradition of attempting full gradedness, cf. graded definitions and theorems in [19, 22].

### Table 1: Abbreviations used in the formulae of FCT

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Ax$</td>
<td>$x \in A$</td>
</tr>
<tr>
<td>$x_1, \ldots, x_k$</td>
<td>${x_1, \ldots, x_k}$</td>
</tr>
<tr>
<td>$x \notin A$</td>
<td>$-(x \in A)$</td>
</tr>
<tr>
<td>$(\forall x \in A) \varphi$</td>
<td>$(\forall x)(x \in A \rightarrow \varphi)$</td>
</tr>
<tr>
<td>$(\exists x \in A) \varphi$</td>
<td>$(\exists x)(x \in A \land \varphi)$</td>
</tr>
<tr>
<td>$(\forall x_1, \ldots, x_k \in A) \varphi$</td>
<td>$(\forall x_1 \in A) \ldots (\forall x_k \in A) \varphi$</td>
</tr>
<tr>
<td>$(\exists x_1, \ldots, x_k \in A) \varphi$</td>
<td>$(\exists x_1 \in A) \ldots (\exists x_k \in A) \varphi$</td>
</tr>
<tr>
<td>${x \in A \mid \varphi}$</td>
<td>${x \mid x \in A \land \varphi}$</td>
</tr>
<tr>
<td>${t(x_1, \ldots, x_k) \mid \varphi}$</td>
<td>${z \mid z = t(x_1, \ldots, x_k) \land \varphi}$</td>
</tr>
<tr>
<td>$y = F(x)$</td>
<td>$\varphi$, if $\triangle \text{Func} F$ (see Tab. 2)</td>
</tr>
</tbody>
</table>

### Table 2: Generalized characteristics of FCT

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi^n$</td>
<td>$\varphi &amp; \ldots &amp; \varphi$ (n times)</td>
</tr>
<tr>
<td>$\varphi^{\triangle}$</td>
<td>$\triangle \varphi$</td>
</tr>
</tbody>
</table>

### 3 Open Fuzzy Topology

In classical mathematics, topology introduced by means of open sets is given by a crisp system $\tau$ of crisp subsets of a ground set $V$, where $\tau$ is required to satisfy certain conditions (closedness under $\bigcup, \cap, \emptyset, V$, and possibly further properties, e.g., separation axioms). Generalization by admitting fuzzy subsets leads in FCT to regarding open fuzzy topology as a (possibly fuzzy) class of (possibly fuzzy) subclasses of the ground class $V$, i.e., a fuzzy class $\tau$ of the second order.\footnote{We keep the ground class crisp to avoid problems with quantification relativized to a fuzzy domain; generalization to fuzzy topological spaces with fuzzy universes is a topic left for another occasion.}
Table 2: Defined notions of FCT

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\emptyset)</td>
<td>({x \mid 0}) ... empty class</td>
</tr>
<tr>
<td>(V)</td>
<td>({x \mid 1}) ... universal class</td>
</tr>
<tr>
<td>(\text{Ker } A)</td>
<td>({x \mid \Delta Ax}) ... kernel</td>
</tr>
<tr>
<td>(\alpha A)</td>
<td>({x \mid \alpha &amp; Ax}) ... (\alpha)-resize</td>
</tr>
<tr>
<td>(\neg A)</td>
<td>({x \mid \neg Ax}) ... complement</td>
</tr>
<tr>
<td>(A \cap B)</td>
<td>({x \mid Ax &amp; Bx}) ... (strong) intersection</td>
</tr>
<tr>
<td>(A \cup B)</td>
<td>({x \mid Ax \lor Bx}) ... (strong) union</td>
</tr>
<tr>
<td>(A \times B)</td>
<td>({xy \mid Ax &amp; By}) ... Cartesian product</td>
</tr>
<tr>
<td>(\text{Rng } R)</td>
<td>({y \mid (\exists x)Rx\y}) ... range</td>
</tr>
<tr>
<td>(\cup \tau)</td>
<td>({x \mid (\exists A \in \tau)(x \in A)}) ... class union</td>
</tr>
<tr>
<td>(\cap \tau)</td>
<td>({x \mid (\forall A \in \tau)(x \in A)}) ... class intersect.</td>
</tr>
<tr>
<td>(\text{Pow } A)</td>
<td>({X \mid X \subseteq A}) ... power class</td>
</tr>
<tr>
<td>(\text{Hgt } A)</td>
<td>(\langle 3x \rangle Ax \ldots) height</td>
</tr>
<tr>
<td>(\text{Plt } A)</td>
<td>(\langle 3x \rangle \in \ldots) plinth</td>
</tr>
<tr>
<td>(\text{Crisp } A)</td>
<td>(\langle 3x \rangle \Delta (Ax \lor \neg Ax)\ldots) crispness</td>
</tr>
<tr>
<td>(\text{Refl } R)</td>
<td>(\langle 3x \rangle Rxx \ldots) reflexivity</td>
</tr>
<tr>
<td>(\text{Trans } R)</td>
<td>(\langle 3x, y, z \rangle (Rxy &amp; Ryz \rightarrow Rxz)\ldots) transitivity</td>
</tr>
<tr>
<td>(\text{Preord } R)</td>
<td>(\text{Refl } R &amp; \text{Trans } R\ldots) preorder</td>
</tr>
<tr>
<td>(\text{Fnc } R)</td>
<td>(\langle 3x, y, y' \rangle (Rxy &amp; Rxy' \rightarrow y = y')\ldots) functionality</td>
</tr>
<tr>
<td>(A \subseteq B)</td>
<td>(\langle 3x \rangle (Ax \rightarrow Bx)\ldots) inclusion</td>
</tr>
<tr>
<td>(A = B)</td>
<td>(\langle A \subseteq B \rangle &amp; (B \subseteq A)\ldots) weak bi-incl.</td>
</tr>
<tr>
<td>(A \equiv B)</td>
<td>(\langle A \subseteq B \rangle &amp; (B \subseteq A)\ldots) strong bi-incl.</td>
</tr>
</tbody>
</table>

When investigating open fuzzy topologies, we are interested in such \(\tau\) that satisfy analogous (but fuzzified) closure conditions as in classical topology. These are given by the following predicates that express the (degree of) closedness of \(\tau\) under \(\cup\) and \(\cap\):

\[
\text{ic}(\tau) \equiv_{df} (\forall A, B \in \tau)(A \cap B \in \tau)
\]

\[
\text{Uc}(\tau) \equiv_{df} (\forall \sigma \subseteq \tau)(\bigcup \sigma \in \tau)
\]

These conditions (plus \(\emptyset \in \tau\) and \(V \in \tau\)) can be regarded as characteristic of open fuzzy topology. However, when studying open fuzzy topologies, we do not in general require that these axioms be satisfied as in classical topology. This is because they are (like all formulae of FCT) interpreted in many-valued logic; thus they need not be simply true or false, but are always true to some degree. By restricting our attention just to the systems that fully satisfy the above axioms, we would completely disregard systems that satisfy them to a degree of, e.g., 0.9999, even though graded theorems of FCT can provide us with useful information about such systems. Therefore we study all systems \(\tau\), no matter to which degree they satisfy the above axioms. Similarly we proceed also in fuzzification of other definitions of fuzzy topology in the following sections.

It turns out [9] that besides the predicate \(\text{Uc}\), also predicates of the following forms are often met in the study of fuzzy topology (for \(m, n \geq 1\)):

\[
\text{Uc}_{m,n}(\tau) \equiv_{df} (\forall \sigma)(\sigma \subseteq \tau \rightarrow \bigcup (\sigma \cap \ldots \cap \sigma) \in \tau)
\]

Note that because \(\varphi \& \varphi\) is not generally equivalent to \(\varphi\) in MTL\(_\Delta\) (nor in stronger fuzzy logics except for Gödel fuzzy logic or stronger), \(\sigma \cap \ldots \cap \sigma\) does not generally equal \(\sigma\) (only \(\sigma \cap \ldots \cap \sigma \subseteq \sigma\) holds for all \(\sigma\)). Similarly (\(\sigma \subseteq \tau\))^m is in general stronger than simple \(\sigma \subseteq \tau\) if \(m > 1\). Recall that the larger \(m\), the stronger \(\varphi^m\); informally \(\varphi^m\) can be understood as \(m\)-times stressed \(\varphi\) (consult, e.g., [7] for the role of multiple conjunction in formal proofs). Thus, like \(\text{Uc}\), the predicate \(\text{Uc}_{m,n}\) expresses the closedness of \(\tau\) under a certain operation similar to the union of subsystems, only the condition of what counts as a subsystem is strengthened by \(m\) and the union itself is strengthened by \(n\).

By convention, we also admit the value \(\Delta\) for either \(m\) or \(n\) or both (cf. the last line of Table 1). Then, e.g., \(\text{Uc}_{\Delta,1}(\tau)\) expresses the closedness of \(\tau\) under the unions of crisp subsystems of \(\tau\), while \(\text{Uc}_{1,\Delta}(\tau)\) expresses the closedness of \(\tau\) under the unions of kernels of subsystems of \(\tau\) (i.e., only full members of the subsystem enter the union).

For convenience, we define a predicate that puts the properties monitored in open fuzzy topologies together. Since each of the properties can appear with varying multiplicity in theorems, we have to add further indices that parameterize the multiplicity of each of the conditions:

**Definition 3.1** We define the predicate indicating the degree to which \(\tau\) is an \((e, v, i, u, m, n)\)-open fuzzy topology as

\[
\text{OTop}_{m,n}^{e,v,i,u}(\tau) \equiv_{df} (\emptyset \in \tau)^e \& (V \in \tau)^v \& \text{ic}(\tau) \& \text{Uc}_{m,n}(\tau)
\]

For the sake of brevity, we drop the subscripts if both equal 1, and similarly for the superscripts.

The properties of open fuzzy topologies have been studied in [9]. Since in this paper we are mainly interested in the interior operator, we repeat here the definition of the interior operator induced by an open fuzzy topology and list its basic properties.

**Definition 3.2** Given a class of classes \(\tau\), we define the interior of a class \(A\) in \(\tau\) as

\[
\text{Int}_\tau(A) \equiv_{df} \bigcup \{B \in \tau \mid B \subseteq A\}
\]
Proposition 3.3 It is provable in FCT:

(i) $\text{Int}_\tau(A) \subseteq A$
(ii) $A \in \tau \rightarrow \text{Int}_\tau(A) \cong A$
(iii) $A \subseteq B \rightarrow \text{Int}_\tau(A) \subseteq \text{Int}_\tau(B)$
(iv) $\text{Int}_\tau(A \cap B) \subseteq \text{Int}_\tau(A) \cap \text{Int}_\tau(B)$

Proposition 3.4 It is provable in FCT:

(i) $V \in \tau \rightarrow \text{Int}_\tau(V) \cong V$
(ii) $\text{Uc}(\tau) \rightarrow \text{Int}_\tau(\text{Int}_\tau(A)) \cong \text{Int}_\tau(A)$
(iii) $\text{ic}(\tau) \rightarrow \text{Int}_\tau(A) \cap \text{Int}_\tau(B) \subseteq \text{Int}_\tau(A \cap B)$

Propositions 3.3 and 3.4 show that the interior operator generated by an open fuzzy topology $\tau$ satisfies properties expected from an interior operator—unconditionally in Proposition 3.3, and to a guaranteed degree (depending on the degree to which $\tau$ satisfies the conditions required from open fuzzy topologies) in Proposition 3.4.

If the antecedent conditions in Propositions 3.3 and 3.4 are fulfilled to the full degree, so are the conclusions. In particular, we have the following corollary:

Corollary 3.5 FCT proves:

(i) $\triangle(A \in \tau) \rightarrow \text{Int}_\tau(A) = A$
(ii) $\triangle \text{Uc}(\tau) \rightarrow \text{Int}_\tau(\text{Int}_\tau(A)) = \text{Int}_\tau(A)$

In words, whenever a fuzzy class $A$ is fully in $\tau$, it equals its interior (no matter what conditions $\tau$ does or does not satisfy to which degree). Similarly, if $\tau$ is fully closed under fuzzy unions, interiors are stable in $\tau$.

It will further be seen in Section 5 that an open fuzzy topology can vice versa be recovered from a primitive interior operator, under conditions similar to those above.

4 Neighborhood Fuzzy Topology

In classical mathematics, topology can also be introduced by assigning a system of neighborhoods to each point of a ground set $V$. Such a neighborhood system can be represented by a relation $\text{Nb}$ between elements and subsets of $V$, where $\text{Nb}(x, A)$ represents the fact that $A \subseteq V$ is a neighborhood of $x \in V$. The notion of neighborhood-based fuzzy topology, obtained by fuzzification of the classical notion in FCT, just allows the relation $\text{Nb}$ and the class $A$ in $\text{Nb}(x, A)$ to be fuzzy.\(^2\) Thus in FCT, neighborhood fuzzy topologies will be second-order relations between atomic objects and first-order classes, i.e., classes $\text{Nb}$ such that $\triangle(\text{Nb} \subseteq V \times \text{Ker Pow}(V))$.

Neighborhood systems are in classical topology required to satisfy certain conditions. Fuzzified versions of these conditions will be of interest in neighborhood-based fuzzy topology, too:

Definition 4.1 Let $\text{Nb}$ be a second-order class such that $\triangle(\text{Nb} \subseteq V \times \text{Ker Pow}(V))$. Then we define the following predicates:

- $\text{N}_1(\text{Nb}) \equiv_{df} (\forall x) \text{Nb}(x, V)$
- $\text{N}_2(\text{Nb}) \equiv_{df} (\forall x, A)(\text{Nb}(x, A) \rightarrow x \in A)$
- $\text{N}_3(\text{Nb}) \equiv_{df} (\forall x, A, B)(\text{Nb}(x, A) \& A \subseteq B \rightarrow \text{Nb}(x, B))$
- $\text{N}_4(\text{Nb}) \equiv_{df} (\forall x, A, B)(\text{Nb}(x, A) \& \text{Nb}(x, B) \rightarrow \text{Nb}(x, A \cap B))$
- $\text{N}_5(\text{Nb}) \equiv_{df} (\forall x, A)(\text{Nb}(x, A) \rightarrow (\exists B)(B \subseteq A \& \text{Nb}(x, B) \& (\forall y \in B) \text{Nb}(y, B)))$

For convenience, we aggregate them in the following defined predicate:

Definition 4.2 We define the predicate indicating the degree to which $\text{Nb}$ is a $(k_1, \ldots, k_5)$–neighborhood fuzzy topology as follows:

$$\text{NTop}^{k_1, \ldots, k_5}(\text{Nb}) \equiv_{df} \text{Nb} \subseteq^{\triangle} V \times \text{Ker Pow}(V) \& \bigwedge_{i=1}^{5} \text{N}_i^{k_i}(\text{Nb})$$

Basic properties of neighborhood fuzzy topologies and their relation to open fuzzy topologies have been summarized in [9]. Here we restrict our attention to their relationship to interior-based topologies. The following definition internalizes in FCT the classical definition of the interior of a class $A$:

Definition 4.3 Given a binary predicate $\text{Nb}$ between elements and classes, we define

$$\text{Int}_{\text{Nb}}(A) =_{df} \{ x \mid \text{Nb}(x, A) \}$$

The behavior of $\text{Int}_{\text{Nb}}$ w.r.t. Kuratowski’s (fuzzified) axioms of interior operators is studied in the following section.

5 Interior Fuzzy Topology

In classical topology, an interior operator is a function $\text{Int}$ that assigns to each subset $A$ of a ground set $V$
a set \( \text{Int}(A) \subseteq V \). In FCT we allow both the argument \( A \) and the output \( \text{Int}(A) \) of the function to be fuzzy.\(^3\) Fuzzy interior operators are thus construed as crisp second-order functions, i.e., classes \( \text{Int} \) such that
\[
\text{Int} \subseteq \text{Ker Pow}(V) \times \text{Ker Pow}(V) \& \triangle \text{Fnc}(\text{Int}).
\]
The degrees to which \( \text{Int} \) satisfies (fuzzy versions of) Kuratowski’s axioms for interior operators are given by the following predicates:

**Definition 5.1** For second-order classes \( \text{Int} \) such that \( \text{Int} \subseteq \text{Ker Pow}(V) \times \text{Ker Pow}(V) \& \triangle \text{Fnc}(\text{Int}) \) we define the following predicates:

\[
\begin{align*}
K_1(\text{Int}) & \equiv \text{df} \text{ Int}(V) \cong V \\
K_2(\text{Int}) & \equiv \text{df} (\forall A)(\text{Int}(A) \subseteq A) \\
K_3(\text{Int}) & \equiv \text{df} (\forall A)(\text{Int}(A) \cong \text{Int}(A)) \\
K_4(\text{Int}) & \equiv \text{df} (\forall A, B)(\text{Int}(A) \cap \text{Int}(B) \subseteq \text{Int}(A \cap B))
\end{align*}
\]

Unlike in classical topology, in \( \text{MTL}_\triangle \) these conditions do not imply the monotonicity of \( \text{Int} \). Therefore we define the following predicates:

\[
\begin{align*}
\text{Mon}(\text{Int}) & \equiv \text{df} (\forall A, B)(A \subseteq B \rightarrow \text{Int}(A) \subseteq \text{Int}(B)) \\
K_5(\text{Int}) & \equiv \text{df} (\forall A, B)(\text{Int}(A \cap B) \subseteq \text{Int}(A \cap B))
\end{align*}
\]

Although \( \text{Mon} \) and \( K_5 \) are not equivalent, the following relationships between them hold:

**Proposition 5.2** It is provable in FCT:

1. \( K_5(\text{Int}) \rightarrow \text{Mon}(\text{Int}) \)
2. \( \text{Mon}^2(\text{Int}) \rightarrow K_5(\text{Int}) \)
3. \( \triangle K_5(\text{Int}) \leftrightarrow \triangle \text{Mon}(\text{Int}) \)

For convenience, we gather the conditions \( K_1-K_5 \) into one predicate \( \text{ITop}^\triangle \):\(^4\)

**Definition 5.3** We define the notion of \((k_1, \ldots, k_5)\)-interior fuzzy topology by the predicate

\[
\text{ITop}^{k_1, \ldots, k_5}(\text{Int}) \equiv \text{df} \begin{array}{c}
\text{Int} \subseteq \text{Ker Pow}(V) \times \text{Ker Pow}(V) \& \triangle \text{Fnc}(\text{Int}) \\
\& \& \& K_1^{k_1} \& K_2^{k_2} \& \cdots \& K_5^{k_5}(\text{Int})
\end{array}
\]

Open classes can be defined by means of the interior operator as usual:

\[
\tau_{\text{Int}} \equiv \text{df} \{ A \mid A \subseteq \text{Int}(A) \}
\]

The following graded theorem shows that if \( \text{Int} \) satisfies Kuratowski’s axioms to a large degree, then \( \tau_{\text{Int}} \) satisfies the properties of open fuzzy topologies to a large degree, and the interior operator generated by \( \tau_{\text{Int}} \) equals \( \text{Int} \) to a large degree. Notice, however, that we have only got \( \text{OTop}_{2,1}(\tau_{\text{Int}}) \) rather than \( \text{OTop}(\tau_{\text{Int}}) \); in other words, we can only prove that the system of classes open w.r.t. a fuzzy Kuratowski interior operator is closed under unions of families “doubly included” in the system.

**Theorem 5.4** FCT proves:

\[
\begin{align*}
\text{ITop}^{1,1,1,1,2}(\text{Int}) \rightarrow \\
\text{OTop}_{2,1}(\tau_{\text{Int}}) \& (\forall A)(\text{Int}(A) \equiv \text{Int}_{\tau_{\text{Int}}}(A))
\end{align*}
\]

**Corollary 5.5** FCT proves:

\[
\triangle \text{ITop}(\text{Int}) \rightarrow \triangle \text{OTop}_{2,1}(\tau_{\text{Int}}) \& \text{Int} = \text{Int}_{\tau_{\text{Int}}}
\]

Vice versa, interiors in well-behaved open fuzzy topologies are well-behaved fuzzy interior operators:

**Theorem 5.6** FCT proves:

\[
\text{OTop}^{0,1,1,1}(\tau) \rightarrow \\
\text{ITop}(\text{Int}_\tau) \& (\forall A)(A \in \tau \leftrightarrow A \subseteq \text{Int}_\tau(A))
\]

**Corollary 5.7** FCT proves:

\[
\triangle \text{OTop}(\tau) \rightarrow \triangle \text{ITop}(\text{Int}_\tau) \& \tau = \tau_{\text{Int}}
\]

Neighborhoods can also be defined by means of the interior operator as usual:

\[
\text{Nb}_{\text{Int}}(x, A) \equiv \text{df} x \in \text{Int}(A)
\]

It is immediate that \( \text{Nb}_{\text{Int}} \) and \( \text{Int}_{\text{Nb}} \) of Definition 4.3 are mutually inverse, i.e.,

\[
\begin{align*}
\text{Int} = \text{Int}_{\text{Nb}_{\text{Int}}} \\
\text{Nb} = \text{Nb}_{\text{Int}_{\text{Nb}}}
\end{align*}
\]

Moreover we have the following correspondence between the predicates \( \text{ITop} \) and \( \text{NTop} \):

**Theorem 5.8** FCT proves:

\[
\begin{align*}
1. \ & \text{ITop}^{1,2,2,1,1}(\text{Int}) \rightarrow \text{NTop}(\text{Nb}_{\text{Int}}) \\
2. \ & \text{NTop}^{1,3,3,2,1}(\text{Nb}) \rightarrow \text{ITop}(\text{Int}_{\text{Nb}})
\end{align*}
\]

\[^3\text{Again we keep V crisp and identify it with the universal class as in footnote 1. The function Int itself is conceived as crisp as well, to keep the correspondence to logical functions of [17]; if needed, it can be fuzzified by a similarity relation as in [1].}\

\[^4\text{It is not much important whether we take K}_5\text{ or Mon in the definition of ITop, as Proposition 5.2 “translates” between the two variants.}\]
As a corollary, we get the perfect match between the conditions $\text{ITop}$ and $\text{NTop}$ when true to degree 1:

**Corollary 5.9** FCT proves:

$\triangle \text{ITop}(\text{Int}) \leftrightarrow \triangle \text{NTop}(\text{NInt})$,  \hspace{0.5cm} \text{Int} = \text{IntNInt}$

$\triangle \text{NTop}(\text{N}) \leftrightarrow \triangle \text{ITop}(\text{IntN})$,  \hspace{0.5cm} \text{N} = \text{IntNInt}$

We conclude by giving three examples of interior-based fuzzy topology.

**Example 5.10** The operation sending a fuzzy class to its kernel is an interior operator that fully satisfies all of Kuratowski’s axioms, as FCT proves

- $\text{Ker} V = V$
- $\text{Ker} A \subseteq A$
- $\text{Ker} \text{Ker} A = \text{Ker} A$
- $\text{Ker} A \cap \text{Ker} B = \text{Ker}(A \cap B)$
- $\text{Ker}(A \cap B) = \text{Ker} A \cap \text{Ker} B$

by [4, §3.4]. Thus $\triangle \text{ITop}(\text{Ker})$; we call it the *kernel* fuzzy topology.

In the kernel fuzzy topology, a class is fully open iff it is crisp: $\triangle (A \in \text{Ker}) \leftrightarrow \text{Crisp} A$. Partially open classes are those whose fuzzy elements only have low membership degrees. Since all crisp classes (including singletons) are open in the kernel fuzzy topology, it is a generalization of the notion of *discrete* crisp topology, with which it coincides in 2-valued models.

**Example 5.11** Define the interior of $A$ as $(\text{Plt} A)V$ (see Table 2 for the definitions of plinth and resize); i.e., $x \in \text{Int} A \equiv \exists y (yA)x$. In other words, the membership function of $\text{Int} A$ is constant and all elements belong to $\text{Int} A$ to the degree which is the infimum of the membership function of $A$. Then it is provable in FCT that $\triangle \text{ITop}(\text{Int})$; we call it the *plinth* fuzzy topology.

A class is fully open in the plinth topology iff it is a resize of the universal class. Thus, the plinth fuzzy topology is *stratified* (stratified topologies are defined as those in which all classes $\alpha V$ are open [21, 19]). Partially open in the plinth topology are such classes whose membership functions have small amplitudes (i.e., the differences between their suprema and infima), as $\tau_{\text{Int}} = \{ A \mid \text{Hgt} A \rightarrow \text{Plt} A \}$. Since the only crisp open classes in the plinth topology are $\emptyset$ and $V$, it is a generalization of the notion of *anti-discrete* crisp topology (with which it coincides in 2-valued models).

**Example 5.12** In [12], an operation of the *opening* of a fuzzy set under a fuzzy relation has been introduced. In [3] the definition has been generalized to the graded framework of FCT and its graded properties have been investigated. The definition can be rephrased as follows:

$\text{Int}_R(A) = \{ y \mid (\exists x)(Rxy \& (\forall z)(Rxz \rightarrow Az)) \}$

From results proved in [3] it follows that for any relation $R$, the operator fully satisfies the conditions $K_2$, $K_3$, and $K_5$. If $R$ is a crisp preorder, then furthermore $\text{Int}_R$ fully satisfies $K_4$. Since $K_4(\text{Int}_R)$ is equivalent to $V \subseteq \text{Rng} R$, we get

$\triangle \text{Preord} R \& \text{Crisp} R \rightarrow \triangle \text{ITop}(\text{Int}_R)$

This result can be generalized to a larger class of fuzzy relations: e.g., instead of crispness, $R = R \cap R$ is sufficient for $\triangle K_4(\text{Int}_R)$ if $\triangle \text{Preord} R$; both conditions can further be relaxed if $\text{ITop}$ is not required to degree 1. Furthermore it is shown in [3] that for any $R$ we have $\text{Int}_R = \text{Int}_{\tau_{\text{Int}}(R)}$.
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Abstract

This paper generalizes the well-known representations of fuzzy preorders and similarities according to Valverde to the graded framework of Fuzzy Class Theory (FCT). The results demonstrate that FCT is a powerful tool and that new results and interesting constructions can be obtained by considering fuzzy relations in the graded framework of FCT.
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1 Introduction

This paper aims at generalizing two of the most important and influential theorems in the theory of fuzzy relations—Valverde’s representation theorems for fuzzy preorders and similarities [23]:

Consider a fuzzy relation \( R: U \times U \rightarrow [0, 1] \). \( R \) is a fuzzy preorder with respect to some left-continuous triangular norm \( * \) if and only if there exists a family \((f_i)_{i\in I}\) of score functions \( U \rightarrow [0, 1] \) such that \( R \) can be represented as (for all \( x, y \in U \))

\[
R(x, y) = \inf_{i \in I} (f_i(x) \Rightarrow f_i(y)),
\]

where \( \Rightarrow \) is the residual implication of \( * \). Moreover, \( R \) is a similarity with respect to \( * \) if and only if there exists a family \((f_i)_{i\in I}\) of score functions \( U \rightarrow [0, 1] \) such that \( R \) can be represented as (for all \( x, y \in U \))

\[
R(x, y) = \inf_{i \in I} (f_i(x) \Leftrightarrow f_i(y)),
\]

where \( \Leftrightarrow \) is the residual bi-implication of \( * \). These two results hold for fuzzy preorders and similarities, respectively, but clearly they do not provide us with any insight if the relations fail to fulfill those requirements.

In the early 1990’s, Gottwald has introduced what he calls graded properties of fuzzy relations [17–19], a framework in which it is possible to deal with partial—graded—fulfillment of properties like reflexivity, transitivity, etc. In this framework, it is not only possible to define properties in a graded way, but also to generalize theorems on fuzzy relations in the sense that an assertion about a certain sub-class of fuzzy relations holds to a degree that depends on the degree to which the relations fulfill the necessary properties. Even though these ideas seem obvious and meaningful, Gottwald’s approach unfortunately found only little resonance (exceptions are, for instance, [6,21]), mainly because it is not a full-fledged axiomatic framework and is not strictly separating syntax from semantics. For this reason, proofs are complicated and difficult.

With the advent of Fuzzy Class Theory (FCT) [3], a formal axiomatic framework is available in which it is just natural to consider properties of fuzzy relations in a graded manner. Notions are inspired by (and derived from) the corresponding notions of classical mathematics [4]: the syntax of FCT is close to the syntax of classical mathematical theories and the proofs in FCT resemble the proofs of the corresponding classical theorems. Therefore, it is technically easier to handle graded properties of fuzzy relations than in Gottwald’s previous works and it is possible to access deeper results than in Gottwald’s framework.

This paper is devoted to this advancement, concentrating on Valverde’s famous representation theorems for fuzzy preorders and similarities. In the tradition of Cantor [9], Valverde uses score functions to represent relations. As these score functions map to the unit interval, they can also be considered as fuzzy sets, which facilitates a reformulation of these results in FCT.

The paper is organized as follows. After some preliminaries concerning FCT in Section 2, we introduce graded properties in Section 3. Section 4 is devoted to the generalization of Valverde’s representation theorem for fuzzy preorders, while Section 5 deals with the
corresponding results for similarities. Note that this paper is an excerpt of a larger manuscript that has been submitted for publication [2]. For background information and proof details, readers are referred to this upcoming article.

2 Preliminaries

We aim this paper at researchers in the theory and applications of fuzzy relations to attract their interest in graded theories of fuzzy relations. In the traditional theory of fuzzy relations, it is not usual to separate formal syntax from semantics as it is the case in FCT. So it may be difficult for some readers who are new to FCT to follow the results. Therefore, we would like to provide the readers basically with a dictionary that improves understanding of the results in this paper and that demonstrates how the results would translate to the traditional language of fuzzy relations. For a more formal introduction to FCT, readers are referred to the appendix of this paper and the freely available primer [5].

FCT strictly distinguishes between its syntax and semantics; that is, we distinguish between a formal syntax of formulae and the fuzzy relations modeling them. This feature has two important consequences: (i) To make this distinction clear, the objects of the formal theory are called fuzzy classes and not fuzzy sets. The name fuzzy set is reserved for membership functions in the models of the theory (see Appendix). Nevertheless, the theorems of FCT about fuzzy classes are always valid for fuzzy sets and fuzzy relations. Thus, whenever we speak of classes, the reader can always safely substitute usual fuzzy sets for “classes”. (ii) FCT screens off direct references to truth values; truth degrees belong to the syntax. Thus, there are no variables for truth degrees in the language of FCT. The degree to which an element x belongs to a fuzzy class A is expressed simply by the atomic formula x ∈ A (which can alternatively be written in a more traditional way as Ax).

The algebraic structure of truth degrees in the semantics of FCT is that of MTLΔ-chains [13,20]. If the domain of truth values is the unit interval [0, 1], MTLΔ-chains are characterized as algebras

\(
([0, 1], \ast, \Rightarrow, \min, \max, 0, 1, \Delta),
\)

where \(\ast\) is a left-continuous t-norm, \(\Rightarrow\) is its residual implication, and \(\Delta\) is a unary operation defined as

\[
\Delta x = \begin{cases} 
1 & \text{if } x = 1, \\
0 & \text{otherwise}. 
\end{cases}
\]

This means that we can translate the results to the language of fuzzy relations in the following way, where we may specify an arbitrary universe of discourse \(U\) and a left-continuous t-norm \(*\) (with the residuum \(\Rightarrow\)):

<table>
<thead>
<tr>
<th>FCT</th>
<th>Fuzzy relations</th>
</tr>
</thead>
<tbody>
<tr>
<td>object variable (x)</td>
<td>element (x \in U)</td>
</tr>
<tr>
<td>(fuzzy) class (A)</td>
<td>fuzzy set (A \in \mathcal{F}(U))</td>
</tr>
<tr>
<td>2nd-order fuzzy class (A)</td>
<td>fuzzy set (A \in \mathcal{F}(\mathcal{F}(U)))</td>
</tr>
<tr>
<td>unary predicate</td>
<td>fuzzy subset of (U), (\mathcal{F}(U)), etc.</td>
</tr>
<tr>
<td>(n)-ary predicate</td>
<td>(n)-ary f. rel. on (U^n), ((\mathcal{F}(U))^n), etc.</td>
</tr>
<tr>
<td>strong conjunction &amp; implication (\Rightarrow)</td>
<td>left-continuous t-norm (*)</td>
</tr>
<tr>
<td>weak conjunction &amp; implication (\Rightarrow)</td>
<td>residual implication (\Rightarrow)</td>
</tr>
<tr>
<td>weak conjunction (\land)</td>
<td>minimum</td>
</tr>
<tr>
<td>weak disjunction (\lor)</td>
<td>maximum</td>
</tr>
<tr>
<td>negation (\neg)</td>
<td>the function (\neg x = (x \Rightarrow 0))</td>
</tr>
<tr>
<td>equivalence (\leftrightarrow)</td>
<td>bi-residuum: (\min(x \Rightarrow y, y \Rightarrow x))</td>
</tr>
<tr>
<td>universal quantifier (\forall)</td>
<td>infimum</td>
</tr>
<tr>
<td>existential quantifier (\exists)</td>
<td>supremum</td>
</tr>
<tr>
<td>predicate =</td>
<td>crisp identity</td>
</tr>
<tr>
<td>predicate (\in)</td>
<td>evaluation of membership function</td>
</tr>
<tr>
<td>class term ({x \mid \varphi(x)})</td>
<td>f. set def. as (Ax = \varphi(x)), for (x \in U)</td>
</tr>
</tbody>
</table>

For details on the syntax of FCT and defined notions see Appendix A and [3,5].

Let us now shortly consider two examples. For instance, the truth degree of \(A \subseteq B\), defined by the formula \((\forall x)(x \in A \Rightarrow x \in B)\) in FCT (see Definition A.3) is in an MTLΔ-chain computed as

\[
\inf_{x \in U} (Ax \Rightarrow Bx),
\]

which is a well-known concept of fuzzy inclusion (see [1,6,7,18] and many more). The degree of reflexivity Refl\((R)\), defined as \((\forall x)Rxx\) in Section 3, is nothing else but

\[
\inf_{x \in U} Rxx.
\]

We shall now proceed to how the theorems in the following sections should be read in a graded way (although they do not necessarily look graded at first glance). In traditional (fuzzy) logic, a theorem is read as follows:

If a (non-graded) assumption is true (i.e., fully true, since non-graded),

then a (non-graded) conclusion is (fully) true.

If an implication is provable in FCT, by soundness, it always holds to degree 1. Now take into account that, in all MTLΔ-chains (comprising all standard MTLΔ-chains), the following correspondence holds:

\[
(x \Rightarrow y) = 1 \text{ if and only if } x \leq y.
\]

So an implication that we can prove in FCT can be read as follows:

The more a (graded) assumption is true (even if partially),

the more a (graded) conclusion is true (i.e., at least as true as the assumption).

\footnote{Note that even though in the first paper [3] FCT was based on the logic LΠ [14], the logic MTLΔ is sufficient for our present needs.}
In other words, the truth degree of an assumption is a lower bound for the truth degree of the conclusion in provable implications.

Remark: To motivate and illustrate the results in this paper, we will use several examples. In order to make them compact and readable, we will, in examples, deviate from our principle to keep formulae separate from their semantics. Instead of mentioning models over some logics, we will simply say that we use some standard logic, for instance, standard Lukasiewicz logic (standing for the standard MTL\(\alpha\)-chain induced by the Lukasiewicz t-norm; analogously for other logics). In examples, we shall furthermore not distinguish between predicate symbols and the fuzzy sets or relations that model them. Instead of saying that a certain model of a fuzzy predicate \(R\) fulfills reflexivity to a degree of 0.8, we will simply write \(\text{Refl}(R) = 0.8\). This is not the cleanest way of writing it, but it is short and expressive, and it should always be clear to the reader what is meant.

3 Basic Graded Properties of Fuzzy Relations

As an important prerequisite, we first define graded variants of well-known properties of fuzzy relations in the framework of FCT.

Definition 3.1 In FCT, we define basic properties of fuzzy relations as follows:

\[
\begin{align*}
\text{Refl}(R) & \equiv_{df} (\forall x)Rx x \\
\text{Sym}(R) & \equiv_{df} (\forall x,y)(Rxy \rightarrow Ryx) \\
\text{Trans}(R) & \equiv_{df} (\forall x,y,z)(Ryz \rightarrow Rxz)
\end{align*}
\]

Example 3.2 Let us shortly provide a simple example to illustrate the concepts introduced in Definition 3.1. Consider the domain \(U = \{1, \ldots, 6\}\) and the following fuzzy relation (for convenience, in matrix notation):

\[
P_1 = \begin{pmatrix}
1.0 & 1.0 & 0.5 & 0.4 & 0.3 & 0.0 \\
0.8 & 1.0 & 0.4 & 0.4 & 0.3 & 0.0 \\
0.7 & 0.9 & 1.0 & 0.8 & 0.7 & 0.4 \\
0.9 & 1.0 & 0.7 & 1.0 & 0.9 & 0.6 \\
0.6 & 0.8 & 0.8 & 0.7 & 1.0 & 0.7 \\
0.3 & 0.5 & 0.6 & 0.4 & 0.7 & 1.0
\end{pmatrix}
\]

It is easy to check that \(P_1\) is a fuzzy preorder with respect to the Lukasiewicz t-norm \(\max(x + y - 1, 0)\), hence, taking standard Lukasiewicz logic, we obtain \(\text{Refl}(P_1) = 1\) and \(\text{Trans}(P_1) = 1\). In this setting, one can easily compute \(\text{Sym}(P_1) = 0.4\) (note that, for a finite fuzzy relation \(R\), in standard Lukasiewicz logic, \(\neg \text{Sym}(R)\) is nothing else but the largest difference between the two values \(Rxy\) and \(Ryx\)).

Now let us see what happens if we add some disturbances to \(P_1\). Consider the following fuzzy relation:

\[
P_2 = \begin{pmatrix}
1.00 & 1.00 & 0.56 & 0.40 & 0.30 & 0.00 \\
0.87 & 1.00 & 0.33 & 0.44 & 0.26 & 0.02 \\
0.67 & 0.92 & 0.93 & 0.87 & 0.70 & 0.39 \\
0.93 & 1.00 & 0.64 & 1.00 & 0.97 & 0.67 \\
0.52 & 0.79 & 0.82 & 0.71 & 1.00 & 0.59 \\
0.27 & 0.50 & 0.61 & 0.41 & 0.72 & 1.00
\end{pmatrix}
\]

Simple computations give the following results:

\[
\begin{align*}
\text{Refl}(P_2) & = 0.93, \\
\text{Sym}(P_2) & = 0.41, \\
\text{Trans}(P_2) & = 0.85
\end{align*}
\]

(for standard Lukasiewicz logic again).

Example 3.3 Consider \(U = \mathbb{R}\) and let us define the following parameterized class of fuzzy relations (with \(a, c > 0\)):

\[
E_{a,c}(x,y) = \min(1, \max(0, a - \frac{1}{c} |x - y|))
\]

It is well known that, for \(a = 1\), we obtain fuzzy equivalence relations with respect to the Lukasiewicz t-norm [10,11,22,23]; hence, using standard Lukasiewicz logic again, \(\text{Refl}(E_{1,c}) = 1, \text{Sym}(E_{1,c}) = 1\), and \(\text{Trans}(E_{1,c}) = 1\) for all \(c > 0\). On the contrary, it is obvious that reflexivity in the non-graded manner cannot be maintained for \(a < 1\). Actually, we obtain

\[
\text{Refl}(E_{a,c}) = \min(1, a).
\]

for all \(a, c > 0\). Similarly, it is a well-known fact that, for \(a > 1\), transitivity in the non-graded sense is violated [12]. Regarding graded transitivity, we obtain the following:

\[
\text{Trans}(E_{a,c}) = \min(1, \max(0, 2 - a))
\]

None of these results depends on the parameter \(c\), as \(c\) only corresponds to a re-scaling of the domain. We can conclude that the larger \(a\), the more reflexive, but less transitive, \(E_{a,c}\) is. Figure 1 shows two examples.

![Figure 1: The fuzzy relations \(E_{0.7,2}\) (left) and \(E_{1.4,1}\) (right). From Example 3.3, we can infer that \(\text{Refl}(E_{0.7,2}) = 0.7\), \(\text{Trans}(E_{0.7,2}) = \text{Refl}(E_{1.4,1}) = 1\), and \(\text{Trans}(E_{1.4,1}) = 0.6\).](image)
In FCT, we define the following compound properties of fuzzy relations:

\[ \text{Preord}(R) \equiv_{df} \text{Refl}(R) \land \text{Trans}(R) \]
\[ \text{wPreord}(R) \equiv_{df} \text{Refl}(R) \land \text{Trans}(R) \]
\[ \text{Sim}(R) \equiv_{df} \text{Refl}(R) \lor \text{Sym}(R) \lor \text{Trans}(R) \]
\[ \text{wSim}(R) \equiv_{df} \text{Refl}(R) \lor \text{Sym}(R) \lor \text{Trans}(R) \]

Example 3.5 Let us shortly revisit Example 3.2. We can conclude the following:

\[ \text{Preord}(P_1) = 1 \quad \text{Preord}(P_2) = 0.78 \]
\[ \text{wPreord}(P_1) = 1 \quad \text{wPreord}(P_2) = 0.85 \]
\[ \text{Sim}(P_1) = 0.4 \quad \text{Sim}(P_2) = 0.19 \]
\[ \text{wSim}(P_1) = 0.4 \quad \text{wSim}(P_2) = 0.41 \]

The values in the second column once more demonstrate why it is justified to speak of strong and weak properties—the properties with strong conjunction get smaller truth degrees and thus are harder fulfil. Obviously, the implications \( \text{Preord}(R) \rightarrow \text{wPreord}(R) \) and \( \text{Sim}(R) \rightarrow \text{wSim}(R) \) hold.

Example 3.6 For the family of fuzzy relations defined in Example 3.3, we obtain the interesting result

\[ \text{Preord}(E_{a,c}) = \text{wPreord}(E_{a,c}) = \max(0, 1 - |1 - a|), \]

from which we can infer that \( \text{Preord}(E_{a,c}) = \text{wPreord}(E_{a,c}) = 1 \) if and only if \( a = 1 \). Note that \( \text{Sym}(E_{a,c}) = 1 \), so \( \text{Sim}(E_{a,c}) = \text{Preord}(E_{a,c}) \) and \( \text{wSim}(E_{a,c}) = \text{wPreord}(E_{a,c}) \), which implies that \( \text{Sim}(E_{a,c}) = \text{wSim}(E_{a,c}) = 1 \) if and only if \( a = 1 \).

\[ ^2 \text{In line with Zadeh’s original work [25], we use the term similarity (relation) synonymously for fuzzy equivalence (relation).} \]

4 Representation of Fuzzy Preorders

This section aims at generalizing Valverde’s representation theorem for fuzzy preorders. We will proceed as follows: we first generalize Fodor’s characterization by means of traces and then use this characterization to prove the generalization of Valverde’s theorem. Note that Valverde’s original proof [23] implicitly follows the same lines.

So given a fuzzy relation \( R \), let us first consider the fuzzy relation \( R^\ell \) defined as

\[ R^\ell xy \equiv_{df} (\forall z)(Rzx \rightarrow Rzy) \]

This is called the left trace of \( R \) [15, 16]. Analogously, we can define the right trace as

\[ R^r xy \equiv_{df} (\forall z)(Ryz \rightarrow Rxz). \]

Observe the meaning of the following expressions:

\[ R^\ell \subseteq R \iff (\forall x,y)[(\forall z)(Rzx \rightarrow Rzy) \rightarrow Rxy] \]
\[ R \subseteq R^\ell \iff (\forall x,y)[Rxy \rightarrow (\forall z)(Rzx \rightarrow Rzy)] \]
\[ R \approx R^\ell \iff (\forall x,y)[Rxy \leftrightarrow (\forall z)(Rzx \rightarrow Rzy)] \]

Now we can formulate characterizations of graded reflexivity and transitivity, which are not difficult to prove in FCT.

Theorem 4.1 The following properties hold in FCT:

\[ \text{Refl}(R) \iff R^\ell \subseteq R \]
\[ \text{Trans}(R) \iff R \subseteq R^\ell \]

As a corollary we obtain graded versions of Fodor’s characterizations [15, Theorems 4.1, 4.3, and Corollary 4.4]. For the two notions of fuzzy equality \( \approx \) and \( \equiv \), see Definition A.3.

Corollary 4.2 The following is provable in FCT:

\[ \text{wPreord}(R) \leftrightarrow R \approx R^\ell \]
\[ \text{Preord}(R) \rightarrow R \approx R^\ell \]
\[ R \approx 2 R^\ell \rightarrow \text{Preord}(R) \rightarrow R \approx R^\ell \]

Note that, regardless of the symmetry of \( R \), we can replace \( R^\ell \) in the above characterizations by the right trace as well.

Now we have all prerequisites for formulating and proving a graded version of Valverde’s representation theorem for preorders. In order to make notations more compact, let us define two graded notions of Valverde preorder representation (a strong one and a
Let us shortly revisit Example 3.2 (in the following equivalences are provable one), for a given fuzzy relation $R$ and a fuzzy class of fuzzy classes $\mathcal{A}$:

$$\text{ValP}(R, \mathcal{A}) \equiv \{ (x, y) \mid (\forall A \in \mathcal{A})(Ax \rightarrow Ay) \}$$

$$\text{wValP}(R, \mathcal{A}) \equiv \{ (x, y) \mid (\forall A \in \mathcal{A})(Ax \rightarrow Ay) \}$$

The predicates $\text{ValP}$ and $\text{wValP}$ express the degree to which the fuzzy class $\mathcal{A}$ represents the relation $R$.

Then we can prove the following essential result for preorders and weak preorders.

**Theorem 4.3** FCT proves the following:

$$\mathcal{A} \subseteq \mathcal{A} \cap \mathcal{A} \land \text{ValP}^2(R, \mathcal{A}) \rightarrow \text{Preord}(R)$$

$$\quad \quad \quad \rightarrow (\exists \mathcal{A})(\text{Crisp}(\mathcal{A}) \land \text{ValP}(R, \mathcal{A}))$$

$$\mathcal{A} \subseteq \mathcal{A} \cap \mathcal{A} \land \text{wValP}^2(R, \mathcal{A}) \rightarrow \text{Preord}(R)$$

$$\quad \quad \quad \rightarrow (\exists \mathcal{A})(\text{Crisp}(\mathcal{A}) \land \text{wValP}(R, \mathcal{A}))$$

It can be shown that the exponents in this theorem cannot be lowered, see [2] for a counterexample. Obviously, this theorem is more complicated than Valverde’s original result; it is an example where the graded framework does not provide us with just a plain copy of the non-graded (or crisp) result. The following corollary gives us a result that is comparable with Valverde’s original theorem.

**Corollary 4.4** The following equivalences are provable in FCT:

$$\triangle \text{Preord}(R) \iff R = R^\triangle \iff (1)$$

$$\quad \quad (\exists \mathcal{A})(\triangle(A \subseteq \mathcal{A} \cap \mathcal{A}) \land \triangle \text{ValP}(R, \mathcal{A})) \quad (2)$$

$$\quad \quad \iff (\exists \mathcal{A})(\text{Crisp}(\mathcal{A}) \land \triangle \text{ValP}(R, \mathcal{A})) \quad (3)$$

Observe that also the analogous formulas with $\text{wPreord}$ and $\text{wValP}$ are equivalent to those in this corollary.

**Example 4.5** Let us shortly revisit Example 3.2 (in which we use standard Lukasiewicz logic). The fuzzy relation $P_1$ was actually constructed from the following crisp family of three fuzzy sets $\mathcal{A} = \{ A_1, A_2, A_3 \}$ that are defined as follows (for convenience, in vector notation):

$$A_1 = (0.7, 0.8, 0.2, 0.5, 0.4, 0.6)$$

$$A_2 = (0.3, 0.5, 0.6, 0.4, 0.7, 1.0)$$

$$A_3 = (1.0, 1.0, 0.6, 0.4, 0.3, 0.0)$$

Although the formula (3) is a perfect copy of Valverde’s non-graded representation, the corollary still has graded elements—note that in (2), the class $\mathcal{A}$ may still be a fuzzy class of fuzzy classes, if only it satisfies $\triangle(A \subseteq \mathcal{A} \cap \mathcal{A})$. Recall that in Gödel logic, this condition is fulfilled by all fuzzy classes $\mathcal{A}$, and that in any logic it is satisfied by a system $\mathcal{A}$ in a model if all degrees of membership in $\mathcal{A}$ are idempotent with respect to conjunction.

The degree of $A \in \mathcal{A}$ may be considered as a weighting factor that controls the influence of a specific $A$ on the final result. Corollary 4.4 requires all membership degrees in $\mathcal{A}$ to be idempotent to ensure that the relation represented by $\mathcal{A}$ is a fuzzy preorder, but its graded version in Theorem 4.3 also shows that (loosely speaking) it will almost be a fuzzy preorder if $\mathcal{A}$ almost satisfies $\mathcal{A} \subseteq A \cap \mathcal{A}$ (e.g., in standard Lukasiewicz logic if it is close to crispness).

**Example 4.6** Let us consider a $[0, 1]$-valued fuzzy logic with the triangular norm

$$x \ast y = \begin{cases} 
\max(x + y - \frac{1}{2}, 0) & \text{if } x \in [0, \frac{1}{2}], \\
\min(x, y) & \text{otherwise},
\end{cases}$$

i.e. a simple ordinal sum with a scaled Lukasiewicz t-norm in $[0, \frac{1}{2}]$ and the Gödel t-norm anywhere else. It is clear that the set of idempotent elements of this t-norm is $\{0\} \cup [\frac{1}{2}, 1]$ and that the corresponding residual implication is given as

$$x \Rightarrow y = \begin{cases} 
1 & \text{if } x \leq y, \\
\max(y, \frac{1}{2} - x + y) & \text{otherwise}.
\end{cases}$$

Now reconsider $U = \{1, \ldots, 6\}$ and the three fuzzy sets $A_1, A_2$ and $A_3$ from Example 4.5 and define a fuzzy class of fuzzy classes $\mathcal{A}$ such that $\mathcal{A}A_1 = 0.9$, $\mathcal{A}A_2 = 1.0$, and $\mathcal{A}A_3 = 0.8$. Since all three values are idempotent elements of $\ast$, we can be sure by Theorem 4.3 that the construction $R_1 \equiv \{ (x, y) \mid (\forall A \in \mathcal{A})(Ax \rightarrow Ay) \}$ always gives us a fuzzy preorder in the given logic. In this particular example, we obtain the following:

$$R_1 = \begin{pmatrix} 
1.0 & 1.0 & 0.2 & 0.4 & 0.3 & 0.0 \\
0.3 & 1.0 & 0.2 & 0.4 & 0.3 & 0.0 \\
0.3 & 0.5 & 1.0 & 0.4 & 0.3 & 0.0 \\
0.4 & 1.0 & 0.2 & 1.0 & 0.4 & 0.1 \\
0.3 & 0.5 & 0.3 & 0.4 & 1.0 & 0.2 \\
0.3 & 0.5 & 0.2 & 0.4 & 0.4 & 1.0
\end{pmatrix}$$

If we repeat this construction and define a fuzzy relation $R_2 \equiv \{ (x, y) \mid (\forall A \in \mathcal{A})(Ax \rightarrow Ay) \}$ with $\mathcal{A}$ defined as above, but the connectives interpreted in standard Lukasiewicz logic, we obtain the following:

$$R_2 = \begin{pmatrix} 
1.0 & 1.0 & 0.6 & 0.6 & 0.5 & 0.2 \\
0.8 & 1.0 & 0.5 & 0.6 & 0.5 & 0.2 \\
0.7 & 0.9 & 1.0 & 0.8 & 0.9 & 0.6 \\
0.9 & 1.0 & 0.8 & 1.0 & 1.0 & 0.8 \\
0.6 & 0.8 & 0.9 & 0.7 & 1.0 & 0.9 \\
0.3 & 0.5 & 0.6 & 0.4 & 0.7 & 1.0
\end{pmatrix}.$$
Straightforward calculations show that $\text{Refl}(R_2) = 1$ and $\text{Trans}(R_2) = \text{Preord}(R_2) = w\text{Preord}(R_2) = 0.8$. This is not at all contradicting to Theorem 4.3, as $A \subseteq A \cap A$ holds only to a degree of 0.6 in standard Lukasiewicz logic.

5 Representations of Similarities

In his landmark paper [23], Valverde not only considers fuzzy preorders, but also similarities (as obvious from the title of this paper). So the question naturally arises how we can modify the above results in the presence of symmetry. As will be seen next, the modifications are not as straightforward as in the non-graded case. We first define a fuzzy relation $R^{fs}$ as

$$R^{fs} = \text{Ref}(R)$$

(for a given fuzzy relation $R$). There is no particular name for this fuzzy relation in literature. In analogy to Section 4, let us call it left symmetric trace of $R$.

The following lemma demonstrates how this notion is related to the defining properties of similarities.

**Theorem 5.1** The following are theorems of FCT:

$$R^{fs} \subseteq R \iff \text{Refl}(R)$$  

$$R \subseteq R^{fs} \rightarrow \text{Trans}(R)$$  

$$R \equiv R^{fs} \rightarrow \text{Sym}(R)$$  

$$\text{Sim}(R) \& \text{Trans}(R) \rightarrow R \subseteq R^{fs}$$  

The following theorem provides us with an analogue of Corollary 4.2, unfortunately, with looser bounds on the left-hand side.

**Corollary 5.2** FCT proves:

$$R \approx A R^{fs} \rightarrow R \equiv A R^{fs} \rightarrow \text{Sim}(R)$$  

$$\text{Sim}(R) \rightarrow R \equiv R^{fs} \rightarrow R \approx R^{fs}$$  

$$R \approx A R^{fs} \rightarrow R \equiv R^{fs} \rightarrow w\text{Sim}(R)$$  

$$w\text{Sim}(R) \rightarrow R \approx R^{fs}$$  

The question arises whether it is really necessary to require $\equiv$ rather than $\approx$ in (6). The following example tells us that this is indeed the case. It also implies that $R \approx R^{fs} \rightarrow w\text{Sim}(R)$ does not hold in general.

**Example 5.3** Consider $U = \{1, 2\}$, standard Lukasiewicz logic, and the following fuzzy relation:

$$R = \begin{pmatrix}
0.5 & 1.0 \\
0.0 & 0.5
\end{pmatrix}$$

It is obvious that $\text{Refl}(R) = 0.5$ and $\text{Sym}(R) = 0$. Moreover, routine calculations show $\text{Trans}(R) = 1$ and that $R^{fs}$ is given as follows:

$$R^{fs} = \begin{pmatrix}
1.0 & 0.5 \\
0.5 & 1.0
\end{pmatrix}$$

So, we finally obtain that $(R \approx R^{fs}) = 0.5$, while $(R \equiv R^{fs}) = 0$.

Now we can formulate a graded version of Valverde’s representation theorem for similarities. Analogously to the above considerations, let us define the graded notion of Valverde similarity representation (strong one and weak one) for a given fuzzy relation $R$ and a fuzzy class $A$:

$$\text{ValS}(R, A) \equiv df R \approx \{\langle x, y \rangle \mid (\forall A \in A)(Ax \leftrightarrow Ay)\}$$

$$w\text{ValS}(R, A) \equiv df R \approx \{\langle x, y \rangle \mid (\forall A \in A)(Ax \leftrightarrow Ay)\}$$

In the same way as for preorders, we can prove Valverde’s representation theorem of similarities and weak similarities.

**Theorem 5.4** FCT proves the following:

$$(A \subseteq A \cap A) \& \text{ValS}(R, A) \rightarrow \text{Sim}(R)$$  

$$(\exists A)(\text{Crisp}(A) \& \text{ValS}(R, A))$$  

$$(A \subseteq A \cap A) \& w\text{ValS}(R, A) \rightarrow w\text{Sim}(R)$$  

$$(\exists A)(\text{Crisp}(A) \& w\text{ValS}(R, A))$$

Again, this theorem is more complicated than Valverde’s original representation of similarities. In the following corollary, analogously to preorders, we can infer a result very similar to Valverde’s original theorem in case that the corresponding properties are fulfilled to degree 1.

**Corollary 5.5** The following equivalences are provable in FCT:

$$\triangle \text{Sim}(R) \iff R = R^{fs}$$  

$$(\exists A)(\triangle (A \subseteq A \cap A) \& \triangle \text{ValS}(R, A))$$  

$$(\exists A)(\text{Crisp}(A) \& \triangle \text{ValS}(R, A))$$

Again, like in the case of preorders, we can add equivalent lines with $w\text{ValS}$ instead of $\text{ValS}$, and (13) has a graded ingredient—the class $A$ may be a fuzzy class of fuzzy classes.

6 Concluding Remarks

The present paper has generalized Valverde’s famous representation theorems for fuzzy preorders and similarities to the fully graded framework of Fuzzy Class
Theory (FCT). In the formal setting of FCT, this generalization can be done relatively easily compared to Gottwald’s semi-formal framework of graded properties of fuzzy relations. At the same time, we have seen that the results are not just obtained by simply rewriting known theorems. Indeed we obtain new results that even give rise to interesting new constructions (as demonstrated by Example 4.6).

A Appendix: Fuzzy Class Theory

In this section, we present a self-contained list of definitions related to Fuzzy Class Theory (FCT). For a complete and detailed introduction to FCT, the reader is referred to the freely available primer [5].

Definition A.1 Fuzzy Class Theory (over \(\text{MTL}_\Delta\)) is a theory over multi-sorted first-order logic \(\text{MTL}_\Delta\) with crisp equality. There are sorts for individuals of the zeroth order (i.e., atomic objects), denoted by lowercase variables \(a, b, c, x, y, z, \ldots\); individuals of the first order (i.e., fuzzy classes), denoted by uppercase variables \(A, B, X, Y, \ldots\); individuals of the second order (i.e., fuzzy classes of fuzzy classes), denoted by calligraphic variables \(A, B, \mathcal{X}, \mathcal{Y}, \ldots\); etc. Individuals \(\xi_1, \ldots, \xi_k\) of each order can form \(k\)-tuples (for any \(k \geq 0\)), denoted by \(\langle \xi_1, \ldots, \xi_k \rangle\); tuples are governed by the usual axioms known from classical mathematics (e.g., that tuples equal if and only if their respective constituents equal). Furthermore, for each variable \(x\) of any order \(n\) and for each formula \(\varphi\) there is a class term \(\{x \mid \varphi\}\) of order \(n+1\).

Besides the logical predicate of identity, the only primitive predicate is the membership predicate \(\in\) between successive sorts (i.e., between individuals of the \(n\)-th order and individuals of the \((n+1)\)-st order, for any \(n\)). The axioms for \(\in\) are the following (for variables of all orders):

\[
\begin{align*}
(\in 1) & \quad \exists y \in \{x \mid \varphi(x)\} \iff \varphi(y), \text{ for each formula } \varphi \text{ (comprehension axioms)} \\
(\in 2) & \quad (\forall x)\Delta(x \in A \iff x \in B) \implies A = B \text{ (extensionality)}
\end{align*}
\]

Moreover, we use all axioms and deduction rules of multi-sorted first-order logic \(\text{MTL}_\Delta\) with crisp identity. Theorems, proofs, etc., are defined completely analogously as in classical logic.

Convention A.2 For better readability, we make the following conventions:

- \(\{x \in A \mid \varphi\}\) is shorthand for \(\{x \mid x \in A \& \varphi\}\).
- We use \(\{x_1, \ldots, x_k \mid \varphi\}\) as abbreviation for \(\{x \mid (\exists x_1) \ldots (\exists x_k)(x = (x_1, \ldots, x_k) \& \varphi)\}\).
- The formulae \(\varphi \& \ldots \& \varphi\) (\(n\) times) are abbreviated \(\varphi^n\); instead of \((x \in A)^n\), we can write \(x \in^n A\) (analogously for other predicates).
- We use \(Ax\) and \(Rx_1 \ldots x_n\) as synonyms for \(x \in A\) and \((x_1, \ldots, x_n) \in R\), respectively.
- A chain of implications

\[
\varphi_1 \implies \varphi_2, \varphi_2 \implies \varphi_3, \ldots, \varphi_{n-1} \implies \varphi_n
\]

is, for short, written as

\[
\varphi_1 \implies \varphi_2 \implies \cdots \implies \varphi_n
\]

(and analogously for the equivalence connective).

Definition A.3 We define the following elementary relations between fuzzy sets in FCT:

\[
\text{Crisp}(A) \equiv (\forall x)(x \in A \lor x \notin A)
\]

\[
A \subseteq B \equiv (\forall x)(x \in A \rightarrow x \in B)
\]

\[
A \approx B \equiv (A \subseteq B) \& (B \subseteq A)
\]

\[
A \approx B \equiv (\forall x)(x \in A \land x \in B)
\]

The models of FCT are systems (closed under definable operations) of fuzzy sets (and fuzzy relations) of all orders over some crisp universe \(U\), where the membership functions of fuzzy subsets take values in some \(\text{MTL}_\Delta\)-chain. Intended models are those which contain all fuzzy subsets and fuzzy relations over \(U\) (of all orders). Models in which moreover the \(\text{MTL}_\Delta\)-chain is standard (i.e., given by a left-continuous t-norm on the unit interval \([0, 1]\)) correspond to Zadeh’s [24] original notion of fuzzy set; therefore we call them Zadeh models. FCT is sound with respect to Zadeh models, therefore all theorems provable in FCT are true statements about fuzzy sets and relations in the traditional sense.
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Abstract

The paper presents an overview of a computation friendly calculus of fuzzy relations. It is presented within the framework of an enriched generic algebra of relations that we have been developing since 1979. It is enriched with BK-non-associative products of relations of three kinds: triangle subproduct \(<\), superproduct \(>\) and the square product \(\Box\). The BK-products have been useful in concise formulation of new theorems in relational mathematics as well as in a number of practical applications in medicine, engineering, information retrieval and elsewhere. The concise algebraic manipulation is also advantageous in symbolic computing. Currently we are engaged in developing an equational theorem checker in which the BK-products play a substantial role. In this endeavour, Tarski style relational calculi play an essential role.

Keywords: Fuzzy relations, non-associative compositions, Fuzzy BK-products, relational calculus, BL fuzzy logic.

1 Enriched Calculus of Fuzzy Relations

1.1 Enhancing Expressive Power of Calculus of Relations

There are six distinguishing features of the BK-product systems of relations that facilitate the unification of different many-valued systems of fuzzy relations and enhance their practical applicability.

1 Non-associative BK-products are introduced and used in definitions of relational properties and in computations. These products are defined for both homogeneous and heterogeneous relations.

2 Homomorphisms between relations are extended from mappings used in the literature to general relations. This yields generalized morphisms important for practical solving of relational inequalities and equations.

3 Relational properties are not only global but also local (important for applications).

4 The unified treatment of computational algorithms by means of matrix notation is used.

5 The theory unifying crisp and fuzzy relations in some distinguished logics makes it possible to represent a whole finite nested family of crisp relations with special properties as a single cutworthy [11] fuzzy relation for the purpose of computation. After completing the computations, the resulting fuzzy relation is again converted by \(\alpha\)-cuts to a nested family of crisp relations, thus increasing the computing performance considerably.

6 Relations in their predicate forms are distinguished from their satisfaction sets; foresets and aftersets of relations are used in addition to relational predicates. This makes it possible to introduce interpretable linguistic labels (semiotic descriptors) that have a clearly defined meaning within the domains of their applications. Then one can develop an algebra of meaning defined by equations and inequalities that provides a computational basis for forming ontologies in knowledge engineering applications as well as in computing with words.

1.2 Basic Notions

Propositional Form. A binary relation from \(A\) to \(B\) is given by an open predicate \(\_P\_\) with two empty slots; when the first is filled with the name \(a\) of an element of \(A\) and the second with the name \(b\) of an element of \(B\), there results a proposition. If \(aPb\) is true, we write \(aR_Pb\) and say that \(a\) is \(R_P\)-related to
b). The lattice of all binary (two-place, 2-argument) relations from A to B is denoted by \( \mathcal{R}(A \rightarrow B) \). Relations of this kind are called heterogeneous. When the set \( B \) happens to be the same as \( A \), we speak of relations within a set or in a set, or on a set, and call these homogeneous.

The Satisfaction Set The satisfaction set or extension set of a relation \( R \in \mathcal{R}(A \rightarrow B) \) is the set of all those pairs \((a, b) \in A \times B\) for which it holds:

\[
R_S = \{(a, b) \in A \times B \mid aRb\}
\]

Clearly \( R_S \) is a subset of the Cartesian product \( A \times B \). We have \( R_P = R'_P \Rightarrow R_S = R'_S \). That means, knowing \( R_P \), we know \( R_S \); knowing \( R_S \), we know everything about \( R_P \) except the wording of its “name” \( P \). Because in symbolic computing with relations we need to deal with names of predicates \( R_P \), it is essential distinguish notationally by \( R_P \) the cases when we do not deal just with satisfaction sets \( R_S \) (i.e., extensions) of relations.

The Extensionality Convention says that, regardless of their propositional wordings, two relations should be regarded as the same if they hold, or fail to hold between exactly the same pairs: \( R_S = R'_S \Rightarrow R_P = R'_P \). Once the extensionality convention has been adopted, then there is a one-to-one correspondence between the subsets \( R_S \) of \( A \times B \) and the (distinguishable) relations \( R_P \) in \( \mathcal{R}(A \rightarrow B) \). Since \( R_S \) and \( R_P \) now uniquely determine each other, the current fashion for set-theoretical parsimony suggests that they be identified. We, however, maintain the distinction in principle.

### 1.3 Crisp and Fuzzy Nonassociative Compositions of Relations

In 1977 Bandler and Kohout [2] introduced non-associative relational compositions \(<, >, \Box \) that further extended the crisp relational calculus [26],[27],[23],[12],[13],[14]. The fuzzy version of these products was first published in [3], for succinct surveys see [9],[23].

The family \(<, >, \Box \) is based on the positive fragment of logic, avoiding carefully the negation. Hence many algebraic properties of this triad of relational products carry over from the crisp relational calculus to fuzzy calculi for residuated systems, e.g., up to the monoidal logics based relational calculi.

---

1. The lattice of all binary (two-place, 2-argument) relations from A to B is denoted by \( \mathcal{R}(A \rightarrow B) \). Relations of this kind are called heterogeneous. When the set B happens to be the same as A, we speak of relations within a set or in a set, or on a set, and call these homogeneous.

2. The Extensionality Convention says that, regardless of their propositional wordings, two relations should be regarded as the same if they hold, or fail to hold between exactly the same pairs: \( R_S = R'_S \Rightarrow R_P = R'_P \). Once the extensionality convention has been adopted, then there is a one-to-one correspondence between the subsets \( R_S \) of \( A \times B \) and the (distinguishable) relations \( R_P \) in \( \mathcal{R}(A \rightarrow B) \). Since \( R_S \) and \( R_P \) now uniquely determine each other, the current fashion for set-theoretical parsimony suggests that they be identified. We, however, maintain the distinction in principle.

### 1.4 Granular Form of BK-Products

The set based-definition uses fuzzy granules: subsets of the elements of the relations composed. Conceptually, and also for computational reasons, it is essential to distinguish two different kinds of granules: foresets and aftersets.

The fuzzy afterset of \( x \in X \) is the fuzzy subset of \( Y \) consisting of the elements \( y \in Y \) to which \( x \) is related by \( R \) (where \( \mu_{Ax} = \delta(xRy) \), the degree to which \( x \) and \( y \) are \( R \)-related):

\[
xR = \{y \mid y \in Y \text{ and } \delta(xRy) > 0\}.
\]

The fuzzy foreset of \( y/\delta(xRy) \in Y \) is the fuzzy subset of \( X \) consisting of all the elements \( x \in X \) which are related by \( R \) to \( y \) (where \( \mu_{AY} = \delta(xRy) \), the degree to which \( x \) and \( y \) are \( R \)-related):

\[
Ry = \{x/\delta(xRy) \mid x \in X \text{ and } \delta(xRy) > 0\}.
\]

Table 1: Definitions of Relational Products

<table>
<thead>
<tr>
<th>Product Type</th>
<th>Set-based Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zadeh's Circle</td>
<td>( x(R \circ S)z \Leftrightarrow xR \text{ intersects } S )</td>
</tr>
<tr>
<td>BK-Triangle Subprod.</td>
<td>( x(R \triangleright S)z \Leftrightarrow xR \supseteq S )</td>
</tr>
<tr>
<td>BK-Square</td>
<td>( x(R \bowtie S)z \Leftrightarrow xR \approx S )</td>
</tr>
</tbody>
</table>

Table 1 of definitions three different notational forms for BK-products:

1. the notation using the concept of set inclusion and equality [4, 5].

2. many-valued logic (MVL) based notation\(^3\), which uses the quantifier \( \land \) and a connective \( \rightarrow \), or \( \Leftarrow \), or \( \equiv \).

3. the tensor notation\(^4\).

---

\(^3\)With appropriately defined fuzzy power set and fuzzy set inclusion, the notational forms (1) and (2) of these relational compositions are algebraically equivalent.

\(^4\)The tensor notation preserves in addition the inner structure of the composition when the right hand side of the form (3) is used in the formulas.
The notions of afterset and foreset of an element can be extended to afterset and foreset of a set in (at least) two distinct but equally important ways: an inclusive or exclusive afterset / foreset (see [8]).

The inclusive after- and foresets are given by

\[ A'R = A'_R \circ R, \quad RB' = R \circ B'_R \]

The exclusive after- and foresets are given by

\[ [A']R = A'_R < R, \quad R[B'] = R > B'_R \]

More explicitly, its component-wise definition involves indexed elements.

\[
\begin{align*}
C_k = (A \circ R) &= \bigvee_i (A_i \& R_{ik}) \\
C_k = (A < R) &= \bigwedge_i (A_i \rightarrow R_{ik}) \\
C_k = (A > R) &= \bigwedge_i (A_i \leftarrow R_{ik})
\end{align*}
\]

where \( A_i \) is the membership (characteristic function) giving the degree to which the predicate \( a_i \in A \) is TRUE; and \( R_{ij} \) is the degree to which the predicate \( R_{ij} \in R \) is TRUE, where \( R_{ij} \) is an element of \( R \).

1.5 N-ary Relations

Operations can also be defined on n-ary relations for \( n > 2 \).

1.5.1 Intersections, Unions, Inclusions

Intersection, union, complementation and inclusion all have their definitions, and endow the set \( \mathcal{R}_F(X_1, \ldots, X_n) \) of all fuzzy \( n \)-ary relations on \( X_1, \ldots, X_n \) with the usual lattice, structure within which the crisp relations constitute a Boolean sublattice.

1.5.2 Products:

\[ \mathcal{R}_F(X_1, \ldots, X_r) \times \mathcal{R}_F(Y_1, \ldots, Y_s) \]

Products play an equally important part with \( n \)-ary relations \([7], [9]\) as they do with binary. There are a number of different kinds, which can be distinguished as follows. As usual, the matrix formulation will be the clearest.

We are given an \( r \)-ary relation \( R \) on \( (X_1, \ldots, X_r) \) and an \( s \)-ary relation on \( (Y_1, \ldots, Y_s) \) such that (at least) one of the \( X \) sets, say \( X_m \), is the same as one of the \( Y \) sets, say \( Y_p \). There are also given two operations on the numbers in \([0, 1]\), which we symbolize by \( \oplus \) and \( \odot \). We indicate by circumflex or hat above a set or an index its omission from the list in which it is shown. Then we have the following

**Definition 1** The \((\oplus, m, p, \odot)\)-product of \( R \) and \( S \) is the \((r + s - 2)\)-ary relation \( T \) on the sets \((X_1, \ldots, X_m, \ldots, X_r, Y_1, \ldots, Y_p, \ldots, Y_s)\) given by

\[
T_{i_1 \ldots i_m \ldots j_1 \ldots j_p} = \bigoplus_{i_m = t_p} (R_{i_1 \ldots i_m \ldots i_r} \odot S_{j_1 \ldots j_p} \).
\]

Where \( \lor \) indicates maximum or, where appropriate, supremum, and \( \land \) indicates minimum or infimum, and \( \& \) a t-norm. The usual Zadeh’s circle product is given by \( \circ = (sup, 2, 1, \land) \). The harsh and mean subtriangular products are respectively \( c_n = (inf, 2, 1, \rightarrow) \) and \( c_m = (1/|x_2|, \sum, 2, 1, \rightarrow) \) and correspondingly for supertriangular and square products. These same kinds of products play equally important role with \( n \)-ary relations. The only enrichment is the possible substitutions for the 2 and the 1. It may be worth noting that the ordinary matrix product of conventional linear algebra is \( (\sum, 2, 1, :) \); the influence of this on the notation of the definition should be clear.

2 Tarski’s Calculus of Crisp Relations

The axioms defining the theory of crisp binary homogeneous relations were given by Tarski in 1941, in his now classical paper [29]. Using the first order predicate logic, he gave twelve axioms (1)–(12). Let us take for example the following axioms:

4 \((\forall x)(\forall y)(\forall z)[(xRy \land yEz) \rightarrow xRz]\)

11 \((\forall x)(\forall z)[x(R \lor S)z \leftrightarrow (\exists y)(xRy \land ySz)]\)

12 \(R = S \leftrightarrow (\forall x)(\forall y)[xRy \leftrightarrow xSy]\)

Axiom (4) determines the algebraic behaviour of \( E \); namely, it tells us that \( E \) is the two-sided identity. Axiom (11) defines the conventional relation composition \( \circ \) (i.e. circle product). Finally, (12) defines the equality of two relations.

Using the predicate logic, Tarski has constructed the calculus of relations as a part of more comprehensive logical theory consisting of the following components:

1. Individual variables \( x, y, z, \ldots \)
2. relation variables \( R, S, P, Q, \ldots \)
3. Logical constants of a predicate calculus: e.g. connectives \( \land, \lor, \& , \rightarrow, \equiv, \neg; \lor, \land \)
From variables and constants various expressions are formed, namely:

- Elementary sentences, \( xRy \) (\( x \) is related to \( y \)).
- Compound sentences: well-formed formulas composed in the usual way of sentences by means
  of connectives and quantifiers.

This basic system is extended by introducing further constants that are specific to the calculus of relations. Tarski [29] uses the following eleven constants:

1. Relations: \( U \) universal, \( O \) null, \( E \) identity, \( D \) diversity.
2. Unary operations: the complement, the converse (transpose).
3. Binary operations: \( \sqcup, \sqcap, \odot \ldots \) relational composition (product) and its dual \( \bullet \).
4. The identity predicate: =

**Relational designations** are the expressions formed from relation variables, relation constants, and operation signs.

**Elementary sentences** in this extension are expressions of the form ‘\( xRy \)’ and ‘\( R = S \)’, where ‘\( x \)’ and ‘\( y \)’ stand for any individual variables and ‘\( R \)’ and ‘\( S \)’ for any relational designation.

After eliminating individual variables and logical constants Tarski obtained axioms of pure relational calculus that contain only relational constants, relational unary operations, relational binary operations and the identity predicate. In this way Tarski obtained fifteen axioms (I)-(XV) of crisp (Boolean, non-fuzzy) relational calculus [29].

As an illustration, let us look at

**Axiom X.** \( (R \circ (S \circ Q)) = ((R \circ S) \circ Q) \)

**Axiom XI.** \( R \circ E = R \)

**Axiom XIII.** \( ((R \circ S) \cap QT = O) \rightarrow ((S \circ Q) \cap RT = O) \)

Axioms (I) – (XV) of relational calculus can be translated back into the first order logic expressions by means of the first order logic relational axioms (1) – (12). This translation yields axioms (I-C) – (XV-C).

For illustration, the axioms IX, X, XI, XIII are translated as follows:

**X-C.** \( (\forall x)(\forall v)((\exists y)(xRy \land (\exists z)(ySz \land zQv)) \equiv (\exists z)(\exists y)(xRy \land ySz \land zQv)) \)

**XI-C.** \( (\forall x)(\forall y)(((xRy \land yEy) \equiv xRy) \equiv xEy) \)

**XIII-C(∀x)(∀z)(((x(R \circ S)z \land xQ^Tz) \equiv xOz) \rightarrow ((\forall y)(\forall x)((y(S \circ Q)x \land yR^Tx) \equiv yOx)) \)

Note that whereas axioms (I) – (XV) do not have quantifiers and do not refer to the individual elements of relations, the axioms (I-C) – (XV-C) do. In fact, the latter quantify over the variables denoting individual elements.

### 3 BK-Calculus in Tarski Style: Crisp Relations

BK-products and all our crisp work was strongly motivated by the work of Otakar Boruvka. The style of mathematical proofs was essentially similar to what we have learned from works of Otakar Boruvka, Eduard Čech, and van Der Waerden. Only when the work was substantially developed, and we started looking at strict formalization in predicate calculus we understood the significance of Tarski’s paper for our work.

#### 3.1 Characterization of Special Properties of Relations Between Two Sets

Self-inverse circle product is very useful in characterization of special properties of relations between two sets. Using the product, one can characterize these properties in purely relational way, without directly referring to individual elements of the relations involved.

**Theorem 2** Special properties of a heterogeneous relation \( R \in \mathcal{R}(X \rightrightarrows Y) \)

1. \( R \) is covering \( \Leftrightarrow \) \( E_X \subseteq R \circ R^{-1} \).
2. \( R \) is univalent \( \Leftrightarrow \) \( R^{-1} \circ R \subseteq E_Y \).
3. \( R \) is onto \( \Leftrightarrow \) \( E_Y \subseteq R^{-1} \circ R \).
4. \( R \) is separating \( \Leftrightarrow \) \( R \circ R^{-1} \subseteq E_X \).

where \( E_X \) and \( E_Y \) are the left and right identities, respectively. Note that the relational inclusion \( \subseteq \) is distinguished from the set inclusion \( \subseteq \).

#### 3.2 Characterization of Special Properties of Relations On a Set

Defining a relation \( R \) on a set (i.e., a homogeneous relation, \( R \in \mathcal{R}(X \rightarrow X) \)) allows one to work with...
additional properties. Relational properties of homogeneous relations are well covered in the literature. **Local reflexivity** is an exception. It appeared in [2] and was generalized to fuzzy relations in [6], leading to new computational algorithms for identification of relational properties of data-sets both crisp and fuzzy relations [6],[10].

1. **Covering** ⇔ every $x_i$ is related by $R$ to something $\forall i \in I, \exists j \in I, \text{ s.t. } R_{ij} = 1$.

2. Locally reflexive $\Leftrightarrow$ if $x_i$ is related to anything, or if anything is related to $x_i$, then $x_i$ is related to itself $\forall i \in I, \ R_{ii} = \max_j(R_{ij}, R_{ji})$.

3. **Reflexive** $\Leftrightarrow$ covering and locally reflexive $\forall i \in I, \ R_{ii} = 1$.

Unfortunately, it is absent from the textbooks, yet it is extremely important in applications of relational methods to analysis of the real life data (see the notion of participant in the next two subsections).

### 3.2.2 Tolerances and Overlapping Classes

A partition on a set $X$ is a division of $X$ into non-overlapping (and nonempty) subsets called blocks. A partition in a set $X$ is a partition on the subset of $X$ called the subset of participants.

There is a one-to-one correspondence between partitions in $X$ and local equivalences (i.e. locally reflexive, symmetric relations and transitive relations) in $R(X \rightsquigarrow B)$. The partitions in $X$ (so also the local equivalences in $R(X \rightsquigarrow B)$) form a lattice with “is-finer-than” as its ordering relation.

To obtain a global equivalence\(^6\) one needs to add the covering property to the properties of local equivalence, so that local reflexivity turns into a (total) reflexivity. Equivalences have the following universal representation:

**Theorem 3** [8],[2]

$R \equiv R \Box R^{-1}$ if and only if $R$ is an equivalence.

### 3.2.2 Tolerances and Overlapping Classes

- $R \circ R^T$ is always symmetric and locally reflexive.
- $R \circ R^T$ is a tolerance iff $R$ is covering.
- $R \circ R^T$ is always a (local) tolerance.
- $R \circ R^T \subseteq R$ iff $R$ is reflexive.
- $E \subseteq R \subseteq R \circ R^T$ iff $R$ is an equivalence.
- $R \circ R^T \subseteq R$ iff $R$ is an equivalence.
- $R \circ R^T \subseteq R \circ R^T$ iff $R$ is covering.

Tests for tolerance and equivalence.

\(^6\)usually called just “equivalence”.

It is not always the case that one manages, or even attempts, to classify participants into non-overlapping blocks. Local tolerance (i.e. locally reflexive and symmetric) relations lead to classes which may well overlap, where one participant may belong to more than one class.

### 4 Fuzzification

Many of the theorems and formulas proven in standard predicate logic discussed in the previous section generalize to BL logics when the negation is not involved. The purpose of this section is to demonstrate that the relational calculus considerably simplifies the proofs and relational computations in BL fuzzy logics.

#### 4.1 Residuated bootstrap of BK-products

Important formulas of the BK-enriched relational calculus are given by the next theorem. This theorem which describes the interrelationship of $\circ,<,\triangleright$ plays a substantial role in further development of the theory of crisp and fuzzy relations. Because these formulas depend on residuation, they carry over into relational theories based on t-norms and corresponding residuated implication operators\(^7\) [25],[20].

**Theorem 4** Residuated bootstrap of BK-products [21],[25] For arbitrary $V \in B(A \rightsquigarrow C)$,

$$(R \circ S \sqsubseteq V) \equiv (R \sqsubseteq V \triangleright S^T) \equiv (S \sqsubseteq R^T \lhd V)$$

**Proof:** [22],[25]

$BL \vdash (\forall x)(\varphi \rightarrow \nu) \equiv (\exists x)\varphi \rightarrow \nu$ (by [15], T 5.1.4(2)).

The substitutions $\varphi := x R y \& k y S z, \nu := x V z$ yield

$\vdash (\forall y)((x R y & k y S z) \rightarrow x V z) \equiv ((\exists y)((x R y & k y S z) \rightarrow x V z) by [15], L 2.2.16(25).

$\vdash (\forall x)((x R y & k y S z) \rightarrow x V z) \rightarrow ((\exists y)((x R y & k y S z) \rightarrow x V z) by [15], T 5.1.16(5) and MP.

$\vdash (\forall x)(\forall y)(x R y \rightarrow (\forall z)(x V z \rightarrow z S T y)) \rightarrow (\forall x)(\forall y)((\exists y)(x R y & k y S z) \rightarrow x V z) by [15], T 5.1.14(1).

(A) $\vdash (\forall x)(\forall y)(x R y \rightarrow (x V \triangleright S T y) \rightarrow (\forall x)(\forall y)(x R y \rightarrow (x V \triangleright S T y) \rightarrow (x V z)) Similarly, we derive (B)

(B) $\vdash (\forall x)(\forall y)(x R y \rightarrow (x V \triangleright S T y) \rightarrow (\forall x)(\forall y)(x R y \rightarrow (x V \triangleright S T y) \rightarrow (x V z)) Substituting $\varphi := (A), \psi := (B)$ into $\vdash \varphi \rightarrow (\psi \rightarrow \varphi \& \psi)$, applying MP twice and using the definition of $\equiv$ yields (B) $\vdash (\forall x)(\forall y)(x R y \rightarrow (x V \triangleright S T y) \equiv$
(∀x)(∀z)(x(R ◦ S)z → xVz)
which is ⊢(R ⊑ V ⊿ ST ) ≡(R ◦ S ⊑ V)
Similar proofs can be given for other equivalences of
Th. 4.

Theorem 4 has been proven in BL logic. It is an
important equality of BK-relational calculus that can be
used directly for proofs of other theorems. We shall
give some examples in the sections that follow. For
further details and discussion of the importance of this
theorem as the core statement in axiomatization of rel-
ations see [25].

4.1.1 Fuzzy Generalised Morphisms

Very important for distributed knowledge networking
[19],[28] is a generalization of conventional homomor-
phisms defined constructively by BK-products [21]:

Definition 5 Let F, R, G, S be the relations between
the sets A, B, C, D such that R ∈ ℜ(A → B),
S ∈ ℜ(C → D), F ∈ ℜ(A ⊂ C),
G ∈ ℜ(B ⊰ D). The conditions that (for all
a ∈ A, b ∈ B, c ∈ C, d ∈ D) aFc and aRb
and bGd imply cSd, can be expressed in any of the following
ways:
(i) FRG : S are forward compatible
(ii) F, G are generalized homomorphisms from R
to S.

Let FRG : S denote relations that satisfy the forward
compatibility criterion (F⁻¹ ◦ R ◦ G ⊇ S). This crite-
ron is fulfilled iff (R ⊆ F ◦ S ⊢ G⁻¹). Furthermore,
we have the following theorem:

Theorem 6

(F⁻¹ ◦ R ◦ G ⊆ S) ≡ (R ⊆ F ◦ S ⊢ G⁻¹)

The direct proof in BL logic is more involved than the
proof of Theorem 4 (bootstrap). It gets simplified if
done in the equalities of Th. 4 [25],[20].

Proof:
Substituting T := F⁻¹, U := R ◦ G, V := S we
obtain (F⁻¹ ◦ R ◦ G ⊆ S) ≡ (R ◦ G ⊆ F ◦ S).
Substituting T := R, U := G, V := F ◦ S we
obtain (R ◦ G ⊆ F ◦ S ⊆ S) ≡ (R ◦ F ⊆ S ⊢ G⁻¹).

Transitivity of equivalences yields (F⁻¹ ◦ R ◦ G ⊆ S) ≡
(R ⊆ F ◦ S ⊢ G⁻¹). This completes the proof.

4.2 Characterization of Fuzzy Classivalent
Relations

Another important relational property is classivalence
(partial difunctionality).

Definition 7 A fuzzy relation R ∈ ℜ(X → X) in a t-
norm residuated logic (BL) is called classivalent (par-
tial difunctional) when it satisfies the following con-
dition: (∀a)(∀b)(∀a′)(∀b′)(aRbκa′Rb′a′R′b′ → aRb′)
where κ is a t-norm and → is the residuated implica-
tion operator associated with κ.

Theorem 8 It is proveal in BL that a fuzzy relation
is classivalent (partial bifunctional) iff R ◦ Rᵀ ◦ R ⊆ R

Theorem 9 Let R ∈ ℜ(X ⊳ X) be a classivalent
(partial functional) relation a t-norm residuated logic
BL. Then the following equivalence holds:

(R ◦ Rᵀ ◦ R ⊆ R) ≡ (R ◦ Rᵀ ⊆ R ⊢ (Rᵀ ◦ R))
≡ (Rᵀ ◦ R ⊆ R ◦ Rᵀ ◦ R)

Proof:
Substituting R := R, and also S := Rᵀ ◦ R into
the equivalences of Theorem 4 (Residuated Bootstrap)
yields (R ◦ Rᵀ ◦ R ⊆ R) ≡ (R ◦ R ⊢ (Rᵀ ◦ R)) ≡
(Rᵀ ◦ R ⊆ R ◦ Rᵀ ◦ R). 

In a similar way, the residuated bootstrap of BK-
products is used to prove (in BL) other theorems (cf.
[25]) concerned with the theory of Generalized Mor-
phisms. A software tool GMorph is described in [17].

4.3 Fuzzification of Tarski’s Relational
Systems

Axioms I, II, III, V, VII, VIII, IX, X, XIII of the original
system of Tarski [29] described in Sec. 2 above
carry over to BL completely. The remaining axioms
IV, VI, XII, XIV, XV have more alternatives.

We have seen that in his 1941 paper, Tarski intro-
duced two different axiomatizations for the fragment
of the calculus of relations. The axioms introduced by
the first method based on the predicate logic are axi-
oms (1) – (12) mentioned in Sec.2 above⁸. The second
method is exemplified by axioms I – XV listed above.
The second method led subsequently to the theory of
relational algebras.

The first axiomatization of relational algebras ap-
ppeared in [16] by Jönsson and Tarski.

They added to all basic axioms of Boolean algebra the
following formulas:

JT1: (Rᵀ)ᵀ = R
JT2: (R ◦ S) ◦ T = R ◦ (S ◦ T)
JT3: (R ∪ S) ◦ T = R ◦ T ∪ S ◦ T
JT4: R ◦ (S ∪ T) = (R ◦ S) ∪ (R ◦ T)
JT5: (R ∪ S)ᵀ = Rᵀ ∪ Sᵀ
JT6: R ◦ E = R
JT7: Rᵀ ◦ (R ◦ S) ⊆ S

⁸For the full list see [29].
The most interesting is JT7. It contains 3 operations: 1-ary complement and transpose; and 2-ary circle product $\circ$.

It is more difficult to prove that the last axiom, namely

$$R^T \circ R \circ S \sqsubseteq S$$

carries over to BL fuzzification. We shall now prove the theorem to that effect.

The substitutions $R := R^T; S := R \circ S; V := S$ into the formula of Theorem 4 yield

**Theorem 10**

$$R^T \circ R \circ S \sqsubseteq S \equiv R \circ S \sqsubseteq (R^T)^T \circ S$$

**Theorem 11**

$$R \circ S \sqsubseteq (R^T)^T \circ S$$

is a 1-quantology in BL.

5 Conclusions

Taking the Program of Tarski, extending the mathematics of relations – this can be considered as the goal of our programme, This is compatible with the General System theory. Indeed, Klir in his GS publications [18] emphasises the importance of relations in GST. This, of course, should be compatible with the programme of fuzzy mathematics. Already, our theory of extended relations defines relations as systems with foresets and aftersets; relations are presents as predicates, as well as satisfaction sets. Link with map algebras is also important. This has also has to be considered.

Now, the question is, how this link of relational algebra/calculus with fuzzy set theory is to be provided. $\mathcal{L}$-categories of Wyllis Bandler give the lead [1]. There are two different approaches: one is meta–mathematics and the other is eso–mathematical use of category theory.\footnote{This is connected with external and internal – when we try import from the external to the internal language, the connectives. ...This is also connected to formal fuzzy logic, inference rules and implication, when we import the deduction theorem into the system.}

Esonomathematical use of category theory already indicates that to distinguish different roles, different contexts\footnote{The associativity of category theory is harmful there} we need to compose morphism bunches of different colours, and composition of such bunches is not necessarily associative [1].

---
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Abstract
In this work we propose a general approach for representing uncertainty measures in the framework of t-norm based logics. This approach is extended also to classes of measures like probability, possibility, necessity, lower and upper probability. We show that, under certain conditions, the logical consistency of a theory of uncertainty is tantamount to the coherence of a related assessment of rational values. Finally, we characterize the basic requirements that guarantee the compactness of coherent assessments.
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1 Introduction
Measures of uncertainty aim at formalizing the strength of our beliefs in the occurrence of some events by assigning to those events a degree of uncertainty. From the mathematical point of view a measure of uncertainty is a real-valued function that gives an event a value from the real unit interval $[0, 1]$. A well-known example is given by probability measures which try to capture our degree of confidence in the occurrence of events by real-valued assessments. Esteva, Hájek, and Godo proposed in [16, 12] a new interpretation of measures of uncertainty in the framework of t-norm based logics. Given a sentence as “The proposition $\varphi$ is plausible (probable, believable)”, its degrees of truth can be interpreted as the degree of uncertainty of the proposition $\varphi$. Indeed, the higher is our degree of confidence in $\varphi$, the higher the degree of truth of the above sentence will result. In some sense, the predicate “is plausible (believable, probable)” can be regarded as a modal operator over the proposition $\varphi$. Then, given a measure of uncertainty $\mu$, we can define modal many-valued formulas $\kappa(\varphi)$, whose interpretation is given by a real number corresponding to the degree of uncertainty assigned to $\varphi$ under $\mu$. Furthermore, we can translate the peculiar axioms governing the behavior of an uncertainty measure into formulas of a certain t-norm based logic, depending on the operations we need to represent.

Previous particular results concerning the representation of measures of uncertainty were presented in several works. We can mention the treatment of probability measures, necessity measures and belief functions proposed by Esteva, Hájek, and Godo in [16, 15, 12], [16], and [13], respectively; the treatment of conditional probability proposed by the present author and Godo in [14]; the treatment of (generalized) conditional possibility and necessity given by the present author in [22]; and finally the treatment of simple and conditional non-standard probability given by Flaminio and Montagna in [10].

Here, our aim will consist in giving a general and comprehensive treatment of the representation of measures of uncertainty. In particular, we will show how it is possible to represent classes of measures such as probabilities, lower and upper probabilities, possibilities and necessities. Important properties of the functions of t-norm based logics will then be useful in order to prove relevant features of the classes of measures represented.

Recall that, given a set $W$ of possible situations, a fuzzy measure [23] is a mapping $\mu$ from the Boolean algebra of subsets of $W$ into the real unit interval $[0, 1]$ satisfying the following properties: (i) $\mu(\perp) = 0$, (ii) $\mu(\top) = 1$, (iii) if $\varphi \Rightarrow \psi$ then $\mu(\varphi) \leq \mu(\psi)$.

Besides such common properties, each kind of fuzzy measure differs from the others in how the measure associated to compound propositions is computed from the marginal ones. In other words, what specifies the behavior of a fuzzy measure is the way how from assessments of uncertainty concerning separated events we can determine the degree associated to their com-
bination. In a certain sense we can say that classes of fuzzy measures are characterized by the satisfaction of some compositional properties. However, it is well known that fuzzy measures cannot be fully compositional. This means that the degree of confidence in any compound proposition \( \varphi \) cannot be always computed from the degree assigned to its subformulas (see [6]).

Now, we briefly recall the definitions of some classes of measures we will deal with in the following sections.

**Probability measures** [21] are fuzzy measures defined over a \( \sigma \)-algebra\(^1\). Probabilities measures over \( \sigma \)-algebras are fuzzy measures which satisfy the law of countable additivity, i.e.: if \( \bigwedge_{i=1}^{n} \varphi_i \equiv \perp \) then

\[
\mu \left( \bigvee_{i=1}^{n} \varphi_i \right) = \sum_{i=1}^{n} \varphi_i, \text{ for all } n \in \mathbb{N}.
\]

Those measures are also called *countably additive probabilities*. If we do not require the algebra to be closed under countable unions, we define the class of probability measures, called *finitely additive probabilities*, as the class of all those fuzzy measures (over Boolean algebras) which satisfy the law of finite additivity: if \( \vdash \varphi \land \psi \equiv \perp \) then \( \mu(\varphi \lor \psi) = \mu(\varphi) + \mu(\psi) \). Here we deal with finitely additive probabilities only. We denote the class of probability measures by \( \mathcal{P} \), and each measure in \( \mathcal{P} \) by \( P \).

**Possibility measures** (see [24, 5]) are a class of fuzzy measures satisfying the following law of composition w.r.t. the maximum t-conorm: \( \mu(\varphi \lor \psi) = \max(\mu(\varphi), \mu(\psi)) \). We denote the class of possibility measures by \( \mathcal{P}_l \), and each measure in \( \mathcal{P}_l \) by \( P_l \). Similarly, **Necessity measures** [5] are fuzzy measures satisfying the following law of composition w.r.t. the minimum t-norm: \( \mu(\varphi \land \psi) = \min(\mu(\varphi), \mu(\psi)) \). We denote the class of necessity measures by \( \mathcal{N} \), and each measure in \( \mathcal{N} \) by \( N \). Possibility and Necessity measures are dual in the sense that, given a possibility measure \( \Pi \) (a necessity measure \( N \)), one can derive its dual necessity measure (possibility measure) from it by means of the standard involutive negation \( \sigma_a(x) = 1 - x \). Indeed, \( N(\varphi) = 1 - \Pi(\neg \varphi) \) and \( \Pi(\varphi) = 1 - N(\neg \varphi) \).

Probability measures are, on the contrary, self-dual, since the dual measure of a probability measure still is a probability measure: \( P(\varphi) = 1 - P(\neg \varphi) \).

Given a set of probability measures \( P_i \) over the same Boolean algebra, the upper probability \( P^\ast(\varphi) \) is defined as \( \sup \{P_i(\varphi)\} \) and the lower probability \( P_\ast(\varphi) \) is defined as \( \inf \{P_i(\varphi)\} \) (see [17]). Upper and lower probabilities are dual, since from an upper probability we can define a lower probability as 

\[
P_\ast(\varphi) = 1 - P^\ast(\neg \varphi),
\]

and viceversa.

Upper and lower probabilities can be also seen as classes of fuzzy measures. Indeed, as shown by Anger and Lembcke in [1], any upper probability is a fuzzy measure \( \mu \) such that for all natural numbers \( m, n, k \), and all \( \varphi_1, \ldots, \varphi_m \), if \( \{\varphi_1, \ldots, \varphi_m\} \) is an \((n, k)\)-cover\(^2\) of \( (\varphi, \top) \), then

\[
k + n \mu(\varphi) \leq \sum_{i=1}^{m} \mu(\varphi_i).
\]

Notice that Halpern and Pucella proved in [18] that when the sample space is finite there are only finitely many instances of the the above property. Indeed, there exists constants \( k_0, k_1, \ldots \) such that if \( W \) is a finite set, for all natural numbers \( m, n, k \leq k_0 \), and all \( \varphi_1, \ldots, \varphi_m \), if \( \{\varphi_1, \ldots, \varphi_m\} \) is an \((n, k)\)-cover of \( (\varphi, \top) \), then (2) holds.

Similarly we can see any lower probability as a fuzzy measure \( \mu \) such that for all natural numbers \( m, n, k \), and all \( \varphi_1, \ldots, \varphi_m \), if \( \{\varphi_1, \ldots, \varphi_m\} \) is an \((n, k)\)-cover of \( (\varphi, \top) \), then

\[
k + n \mu(\varphi) \geq \sum_{i=1}^{m} \mu(\varphi_i).
\]

This paper is organized as follows. In the next section we introduce the uncertainty logic \( \mathcal{M}(\mathcal{L}) \) based on a t-norm based logic \( \mathcal{L} \) in order to reason about the class \( \mathcal{M} \) of fuzzy measures. We give a completeness result, and show how this logic can be easily extended to represent classes of measures like probabilities, possibilities, necessities, lower and upper probabilities. Furthermore, we briefly mention expressive power issues related to the possibility of defining the notion of conditioning and having rational truth-constants in the language. In Section 3 we deal with the notions of coherence and compactness of rational assessments and show their connections with suitable theories defined in the logical framework. We end with some final remarks.

Notice that, due to space reasons, we do not provide any background notion concerning t-norm based logics. The interested reader can find all the required concepts in the papers cited throughout this work.

\(^1\)Recall that, given a set \( W \), a \( \sigma \)-algebra is a collection of subsets of \( W \) closed under complementation and countable unions.

\(^2\)A proposition \( \varphi \) is said to be **covered** \( n \) times by a multiset \( \{\varphi_1, \ldots, \varphi_m\} \) of propositions if every situation in which \( \varphi \) is true makes true at least \( n \) propositions from \( \varphi_1, \ldots, \varphi_m \) as well. An \((n, k)\)-**cover** of \( (\varphi, \top) \) is a multiset \( \{\varphi_1, \ldots, \varphi_m\} \) that covers \( \top k \) times and covers \( \varphi n + k \) times.
2 Logics of Uncertainty

2.1 The base logic

Let $\mathcal{L}$ be any $t$-norm based logic [15, 7], or any of its expansions, and let $\mathcal{M}$ be any class of fuzzy measures. $\mathcal{M}(\mathcal{L})$ is built up over $\mathcal{L}$ extending its language by including modal formulas which represent the uncertainty given by a fuzzy measure $\mu \in \mathcal{M}$. We define the language in two steps. First, we have classical Boolean formulas $\varphi, \psi$, etc., defined in the usual way from the classical connectives ($\land, \neg$) and from a countable set $V$ of propositional variables $p, q, \ldots$, etc. The set of Boolean formulas is denoted by $L$. Moreover given any set $D \subseteq L$, we denote by $Con(D)$ the set of sentences which logically follow from $D$ in classical logic. Moreover, $Taut(L)$ will denote the set of classical tautologies.

Elementary modal sentences are formulas of the form $\kappa(\varphi)$, where $\kappa$ is a unary operator taking as arguments Boolean sentences. Compound modal formulas are built by means of the $\mathcal{L}$-connectives. Nested modalities are not allowed.

Definition 2.1 The axioms of the logic $\mathcal{M}(\mathcal{L})$ are the following:

(i) The set $Taut(L)$ of classical Boolean tautologies

(ii) Axioms of $\mathcal{L}$ for modal formulas

(iii) The following axiom:

\[ (M1) \quad \neg\kappa(\bot) \]

Deduction rules of $\mathcal{M}(\mathcal{L})$ are those of $\mathcal{L}$, plus:

(iv) modalization: from $\vdash \varphi$ (i.e. $\varphi$ is derivable in Classical Logic) derive $\kappa(\varphi)$

(v) monotonicity: from $\vdash \varphi \rightarrow \psi$ derive $\kappa(\varphi) \rightarrow \kappa(\psi)$.

The language we have defined clearly is a hybrid language. Indeed, any theory (set of formulas) we will deal with will be of the form $\Gamma = D \cup T$, where $D$ contains only non-modal formulas and $T$ contains only modal formulas. In the following $D$ will always refer to a recursive non-modal theory. Notice that there is no direct interaction between non-modal and modal formulas, with the exception of the application of the above rules of inference. The role of modalization and monotonicity only consists in generating new modal formulas which can then be used in the deduction. Therefore, we are led to define in $\mathcal{M}(\mathcal{L})$ the notion of proof from a theory, written $\vdash_{\mathcal{M}(\mathcal{L})}$, in a non-standard way, at least when the theory contains non-modal formulas.

Definition 2.2 The proof relation $\vdash_{\mathcal{M}(\mathcal{L})}$ between sets of formulas and formulas is defined by:

1. $D \cup T \vdash_{\mathcal{M}(\mathcal{L})} \varphi$ if $\varphi \in Con(D)$;

2. $T \vdash_{\mathcal{M}(\mathcal{L})} \Phi$ if $\Phi$ follows from $T$ in the usual way from the above axioms and rules;

3. $D \cup T \vdash_{\mathcal{M}(\mathcal{L})} \Phi$ if $T \cup D^M \vdash_{\mathcal{M}(\mathcal{L})} \Phi$;

where $D^M = \{ \kappa(\varphi) : \varphi \in Con(D) \}$.

We now define the semantics for $\mathcal{M}(\mathcal{L})$ by introducing $\mathcal{M}$-Kripke structures.

Definition 2.3 A $\mathcal{M}$-Kripke model is a structure $K = \langle W, U, e, \mu \rangle$, where:

- $W$ is a non-empty set of possible worlds.
- $U$ is a Boolean algebra of subsets of $W$.
- $e : V \times W \rightarrow \{0, 1\}$ is a Boolean evaluation of the propositional variables, that is, $e(p, w) \in \{0, 1\}$ for each propositional variable $p \in V$ and each world $w \in W$. Any given truth-evaluation $e(\cdot, w)$ is extended to Boolean propositions as usual. For a Boolean formula $\varphi$, we will denote by $[\varphi]_W$ the set of worlds in which $\varphi$ is true, i.e. $[\varphi]_W = \{ w \in W \mid e(\varphi, w) = 1 \}$.
- $\mu : U \rightarrow [0, 1]$ is a fuzzy measure over $U$, such that $[\varphi]_W$ is $\mu$-measurable for any non-modal $\varphi$.

$e(\cdot, w)$ is extended to elementary modal formulas by defining $e(\kappa(\varphi), w) = \mu([\varphi]_W)$, and to arbitrary modal formulas according to the $\mathcal{M}(\mathcal{L})$-semantics.

A structure $K$ is a model for $\Phi$, written $K \models \Phi$, if $e^K(\Phi) = 1$. If $T$ is a set of formulas, we say that $K$ is a model of $T$ if $K \models \Phi$ for all $\Phi \in T$. The notion of logical entailment relative to a class of structures $\mathcal{K}$, written $\models_{\mathcal{K}}$, is then defined as follows:

$\Gamma \models_{\mathcal{K}} \Phi$ if $K \models \Phi$ for each $K \in \mathcal{K}$ model of $\Gamma$.

If $\mathcal{K}$ denotes the whole class of $\mathcal{M}$-Kripke structures we shall write $\Gamma \models_{\mathcal{M}(\mathcal{L})} \Phi$. When $\models_{\mathcal{K}} \Phi$ holds we will say that $\Phi$ is valid in $\mathcal{K}$, i.e. when $\Phi$ gets value 1 in all structures $K \in \mathcal{K}$.

Proposition 2.4 (Soundness) The logic $\mathcal{M}(\mathcal{L})$ is sound with respect to the class of $\mathcal{M}$-Kripke structures.
Let $D \subseteq L$ be any given non-modal (propositional) theory (possibly empty). For any $\varphi, \psi \in L$, define $\varphi \sim_D \psi$ iff $\varphi \leftrightarrow \psi$ follows from $D$ in classical propositional logic, i.e. if $\varphi \leftrightarrow \psi \in \text{Con}(D)$. The relation $\sim_D$ is an equivalence relation in $L$ and $[\varphi]_D$ will denote the equivalence class of $\varphi$. Obviously, the quotient set $L/\sim_D$ forms a Boolean algebra which is isomorphic to a subalgebra $B(\Omega_D)$ of the power set of the set $\Omega_D$ of Boolean interpretations of the crisp language $L$ which are model of $D$. For each $\varphi \in L$, we shall identify the equivalence class $[\varphi]_D$ with the set $\{\omega \in \Omega_D \mid \omega(\varphi) = 1\} \in B(\Omega_D)$ of models of $D$ that make $\varphi$ true. We shall denote by $\mathcal{M}(D)$ the set of fuzzy measures defined over $L/\sim_D$ or, equivalently, on $B(\Omega_D)$.

Notice that each fuzzy measure $\mu \in \mathcal{M}(D)$ induces a $\mathcal{M}$-Kripke structure $(\Omega_D, B(\Omega_D), e_\mu, \mu)$ where $e_\mu(p, \omega) = \omega(p) \in [0, 1]$ for each $\omega \in \Omega_D$ and each propositional variable $p$. We shall denote by $\mathcal{K}_D$ the class of $\mathcal{M}$-Kripke structures which are models of $D$, and by $\mathcal{MS}(D)$ the class of $\mathcal{M}$-Kripke models $\{(\Omega_D, B(\Omega_D), e_\mu, \mu) \mid \mu \in \mathcal{M}(D)\}$. Obviously, $\mathcal{MS}(D) \subseteq \mathcal{K}_D$.

Abusing the language, we will say that a fuzzy measure $\mu \in \mathcal{M}(D)$ is a model of a modal theory $T$ whenever the induced Kripke structure $(\Omega_D, B(\Omega_D), e_\mu, \mu)$ is a model of $T$ (obviously $(\Omega_D, B(\Omega_D), e_\mu, \mu)$ is a model of $D$ as well).

Given the above notions, we now prove a completeness result for $\mathcal{M}(L)$.

**Theorem 2.5 ((Finite) Strong completeness)**

Let $\mathcal{L}$ be any $t$-norm based logic (or any of its expansions). If $\mathcal{L}$ is finite and strongly complete, then let $T$ be a finite modal theory over $\mathcal{M}(\mathcal{L})$, $D$ a non-modal theory and $\Phi$ a modal formula. Then

$$T \cup D \vdash_{\mathcal{M}(\mathcal{L})} \Phi \text{ iff } e_\mu(\Phi) = 1$$

for each fuzzy measure $\mu \in \mathcal{M}(D)$ model of $T$.

Moreover, if $\mathcal{L}$ is strongly standard complete the same holds for infinite theories.

### 2.2 Classes of measures

We now see how we can easily extend the above logic in order to treat particular classes of measures of uncertainty. Let $\mathcal{L}$ be any $t$-norm based logic (or any of its expansions), and let $\mathcal{M}'$ be a class of fuzzy measures. We say that $\mathcal{L}$ is compatible with $\mathcal{M}'$ if the real valued operations needed to compute values of compound propositions are definable in $\mathcal{L}$. Clearly, a careful analysis of which functions are definable in certain $t$-norm based logics can help us know which among those logics are suitable for representing certain classes of measures.

**Probability.** As for probabilities, we need the sum and the standard involutive negation, which are only available in expansions of the Lukasiewicz logic [15], that are then the only $t$-norm based logics compatible with probability measures.

Let $\mathcal{L}$ be a $t$-norm based logic compatible with $\mathcal{P}$. Then, the logic $\mathcal{P}(\mathcal{L})$ is obtained from $\mathcal{M}(\mathcal{L})$ by adding the following axioms:

- $\mathcal{M}(\mathcal{L})$ $\kappa(\varphi \rightarrow \psi) \leftrightarrow (\kappa(\varphi) \rightarrow \kappa(\psi))$,
- $\mathcal{M}(\mathcal{L})$ $\kappa(\varphi \vee \psi) \leftrightarrow (\kappa(\varphi) \rightarrow \kappa(\varphi \wedge \psi)) \rightarrow \kappa(\psi)$,
- $\mathcal{M}(\mathcal{L})$ $\kappa(\neg \varphi) \leftrightarrow \neg \kappa(\varphi)$.

Notice that in presence of axiom $\mathcal{M}(\mathcal{L})$ the monotonicity rule is derivable.

$\mathcal{P}$-Kripke models are $\mathcal{M}$-Kripke models where $\kappa$ is a finitely additive probability measure.

**Possibility and Necessity.** As for possibility measures we only need the minimum $t$-norm, hence every $t$-norm based logic is compatible with $\mathcal{P}i$.

Let $\mathcal{L}$ be a $t$-norm based logic compatible with $\mathcal{P}i$. Then, the logic $\mathcal{P}i(\mathcal{L})$ is obtained from $\mathcal{M}(\mathcal{L})$ by adding the following axiom:

- $\mathcal{M}(\mathcal{L})$ $\kappa(\varphi \wedge \psi) \leftrightarrow \kappa(\varphi) \vee \kappa(\psi)$.

$\mathcal{P}i$-Kripke models are $\mathcal{M}$-Kripke models where $\kappa$ is a possibility measure.

As for necessity measures we only need the maximum $t$-conorm [20], hence every $t$-norm based logic is compatible with $\mathcal{N}$.

Let $\mathcal{L}$ be a $t$-norm based logic compatible with $\mathcal{N}$. Then, the logic $\mathcal{N}(\mathcal{L})$ is obtained from $\mathcal{M}(\mathcal{L})$ by adding the following axiom:

- $\mathcal{N}(\mathcal{L})$ $\kappa(\varphi \vee \psi) \leftrightarrow \kappa(\varphi) \wedge \kappa(\psi)$.

$\mathcal{N}$-Kripke models are $\mathcal{M}$-Kripke models where $\kappa$ is a necessity measure.

**Lower and Upper Probability.** As for upper probabilities, notice that the condition (i) is equivalent to

$$\frac{k}{m} + \frac{n}{m}\mu(\varphi) \leq \sum_{i=1}^{m} \frac{\mu(\varphi_i)}{m},$$

given that $n, k \leq m$. It is then clear that $\sum_{i=1}^{m} \frac{\mu(\varphi_i)}{m} \leq 1$, and so it makes sense to rely on $t$-norm based logics. It is evident that a logic is compatible with the class $\mathcal{P}^\wedge$ only if it allows the
representation rational numbers, the product of rationals and formulas, and addition. Thus, any extension (or expansion) of RL [11], or \( \mathcal{RPPL} \) [19] represents a suitable choice. Furthermore, the presence of the standard involutive negation makes possible to define also lower probabilities.

Let \( \mathcal{L} \) be a \( t \)-norm based logic compatible with \( \mathcal{P}^\Delta \). The logic \( \mathcal{P}^\Delta(\mathcal{L}) \) is obtained from \( \mathcal{M}(\mathcal{L}) \) by adding the rule (UP): if

\[
\varphi \rightarrow \bigvee_{j \in J} \chi_j, \quad \text{and} \quad \bigwedge_{j \in J} \varphi_j,
\]

are propositional tautologies, then derive

\[
k \delta_m \oplus n \delta_m \kappa(\varphi) \rightarrow \bigoplus_{j=1}^{m} \delta_m \kappa(\varphi_j),
\]

if \( \mathcal{L} \) is an extension (expansion) of RL, or derive

\[
\bigoplus_{j=1}^{m} \left( \frac{\kappa}{m} \star \kappa(\varphi_j) \right) \rightarrow \bigoplus_{j=1}^{m} \left( \frac{\kappa}{m} \star \kappa(\varphi_j) \right),
\]

if \( \mathcal{L} \) is an extension (expansion) of \( \mathcal{RPPL} \).

The semantics for \( \mathcal{P}^\Delta \) is given by \( \mathcal{P}^\Delta \)-Kripke models, i.e. \( \mathcal{M} \)-Kripke models where \( \mu \) is an upper probability measure.

As for the class of lower probability measures, given that they are fuzzy measures characterized by \( \{\hat{\varphi}\} \), it is obvious that the logics compatible with \( \mathcal{P}^\Delta \) are the same that are compatible with \( \mathcal{P} \). Furthermore, notice that \( \{\varphi\} \) is equivalent to \( \sum_{i=1}^{m} \frac{\mu(\varphi)}{m} \oplus \frac{k}{m} \leq \frac{n}{m} \mu(\varphi) \). It is then clear that \( \frac{n}{m} \mu(\varphi) \leq 1 \), and so, again, it makes sense to rely on \( t \)-norm based logics.

Let \( \mathcal{L} \) be a \( t \)-norm based logic compatible with \( \mathcal{P} \). The logic \( \mathcal{P}(\mathcal{L}) \) is obtained from \( \mathcal{M}(\mathcal{L}) \) by adding the rule (LP): if

\[
\varphi \rightarrow \bigvee_{j \in J} \chi_j, \quad \text{and} \quad \bigwedge_{j \in J} \varphi_j,
\]

are propositional tautologies, then derive

\[
\bigoplus_{j=1}^{m} \delta_m \kappa(\varphi_j) \oplus k \delta_m \rightarrow n \delta_m \kappa(\varphi),
\]

if \( \mathcal{L} \) is an extension (expansion) of RL, or derive

\[
\bigoplus_{j=1}^{m} \left( \frac{\kappa}{m} \star \kappa(\varphi_j) \right) \oplus \bigoplus_{j=1}^{m} \left( \frac{\kappa}{m} \star \kappa(\varphi_j) \right),
\]

if \( \mathcal{L} \) is an extension (expansion) of \( \mathcal{RPPL} \).

The semantics for \( \mathcal{P} \) is given by \( \mathcal{P} \)-Kripke models, i.e. \( \mathcal{M} \)-Kripke models where \( \mu \) is a lower probability measure.

We can now prove the following completeness theorem.

\[\textbf{Theorem 2.6} \text{ Let } \mathcal{L} \text{ be any } t \text{-norm based logic, and let } \mathcal{M}' \text{ be any class of measures among } \mathcal{P}, \mathcal{P}_i, \mathcal{M}, \mathcal{P}^\Delta, \text{ and } \mathcal{P}_\gamma. \text{ If the following conditions are satisfied:}\]

\begin{itemize}
  \item[1.] \( \mathcal{L} \) is compatible with \( \mathcal{M}' \),
  \item[2.] \( \mathcal{L} \) is (finitely) strongly standard complete,
\end{itemize}

then \( \mathcal{M}'(\mathcal{L}) \) is (finitely) strongly standard complete.

\subsection{2.3 Expansions: truth-constants and definability of conditional measures}

The expressive power of the above logics can be significantly increased if we aim at representing other features of certain fuzzy measures. First of all, notice that relying on a \( t \)-norm based logic including rational truth-constants (see [9]) would allow to represent several statements concerning assessment of rational values like

- “the degree of uncertainty of \( \varphi \) is 0.8” as \( \kappa(\varphi) \leftrightarrow 0.8 \),
- “the degree of uncertainty of \( \varphi \) is at least 0.8” as \( 0.8 \rightarrow \kappa(\varphi) \),
- “the degree of uncertainty of \( \varphi \) is at most 0.8” as \( \kappa(\varphi) \rightarrow 0.8 \).

Not having truth constants would yield a purely qualitative treatment in which only comparative statements can be expressed. The advantage of the presence of truth constants will be made even clearer in next section.

Another increase of expressive power would consist in allowing the definition of conditional measures from the simple marginal measures represented in the logic.

The degree of confidence in the occurrence of an event might have to be changed when new information comes at hand. This results in an update of the sample space which is commonly treated in theories of uncertainty by the concept of conditioning.

\textbf{Conditional probability.} The updated probability measure \( \mathcal{P}(\cdot|\chi) \) (i.e. the probability of an event given the occurrence of \( \chi \)) called conditional probability, is defined as \( \mathcal{P}(\varphi|\chi) = \frac{\mathcal{P}(\varphi \wedge \chi)}{\mathcal{P}(\chi)} \), provided that \( \mathcal{P}(\chi) > 0 \). If \( \mathcal{P}(\chi) = 0 \) the conditional probability remains then undefined.

In order to define conditioning from marginal probabilities we need divisibility. Clearly, the only possibility to express division in \( t \)-norm based logics is given by logics containing the product implication. Hence, any extension (or expansion) of Łukasiewicz logic having
the product implication, like $\text{LII}$ and $\text{LII}^1$ (see [8]), represents a suitable choice.

**Conditional possibility.** In general, the conditional possibility $\Pi(\varphi|\chi)$ can be viewed as the solution to the equation $\Pi(\varphi \land \chi) = x \ast \Pi(\chi)$, where $\ast$ is a continuous t-norm (continuity guarantees the existence of a solution), and $\Pi(\varphi|\chi)$ is defined as the greatest solution. This would then be equivalent to the following equation: $\Pi(\varphi|\chi) = \Pi(\chi) \Rightarrow \Pi(\varphi \land \chi)$, where $\Rightarrow$ is the residuum of the t-norm $\ast$.

A classical treatment, proposed by Dubois and Prade [4], consists in taking the minimum t-norm, to obtain a qualitative definition. This, however, yields some technical problems when the sample space is infinite, given that Gödel implication is not continuous. This can be avoided by defining a probability-like conditioning by means of the product t-norm. Indeed, as shown in [3], not any t-norm can be used if we want the mapping $\Pi(\chi)$ to be a possibility measure. If we rely on an arbitrary t-norm, $\ast$ must be a strict t-norm, i.e. continuous, Archimedean and without zero-divisors [20]. If the universe is finite, $\ast$ needs not be Archimedean, and then we can recover the minimum t-norm.

Hence, two natural definitions for conditional possibility are obtained from the above equation by taking $\Rightarrow$, as the Gödel implication or the product implication. Hence, such types of derived conditioning can be framed in any extension (or expansion) of Gödel logic, the former, and in any extension (or expansion) of Product logic, the latter [15].

Notice that conditioning for necessity measure is not in general defined from marginal necessities, but it is derived from conditional possibilities (see [5], for the details). Furthermore, there is no clear notion of conditional lower or upper probability as derived from a single measure. Conditional lower and upper probabilities are rather defined from a set of probabilities (see [17]).

### 3 Rational Assessments: Compactness, Coherence and Consistency

In this section we lay out a link between consistency of modal theories and the coherence of rational assessments of fuzzy measures and conditional measures. In order to do so, we need some previous notions and results concerning satisfiability, compactness and consistency.

A detailed investigation of compactness of many logics based on continuous t-norms was presented in [2]. The notion of satisfiability proposed there generalizes the classical one by admitting various degrees of simultaneous satisfiability.

**Definition 3.1** [2] For a set $\Gamma$ of formulas in a t-norm based logic and $K \subseteq [0,1]$, we say that $\Gamma$ is $K$-satisfiable if there exists an evaluation $e$ such that $e(\varphi) \in K$ for all $\varphi \in \Gamma$. The set $\Gamma$ is said to be finitely $K$-satisfiable if each finite subset of $\Gamma$ is $K$-satisfiable.

We say that a logic is $K$-compact if $K$-satisfiability is equivalent to finite $K$-satisfiability. A logic satisfies the compactness property if it is $K$-compact for each closed subset of $[0,1]$.

In particular we should mention that t-norm based logics only having continuous truth-functions, like Łukasiewicz Logic, do enjoy the compactness property.

**Theorem 3.2** ([2]) Let $\mathcal{L}$ be a given t-norm based logic whose connectives only have continuous truth-functions. Then $\mathcal{L}$ has the compactness property.

The above result clearly still holds when we deal with theories in which the interpretations of all connectives correspond to continuous truth functions.

In many real-life situations assessments of uncertainty are not precisely made over a set of events with a specific algebraic structure. Still, such assessments must be required to be coherent, that is: they must satisfy the axioms of a fuzzy measure whenever they are extended over the whole Boolean algebra generated by those events.

**Definition 3.3** Let $\mathcal{M}$ be a class of fuzzy measures, $\mathcal{C}$ be a countable set of events, and $\mu$ be a real-valued assessment defined on $\mathcal{C}$. We call $\mu$ a $\mathcal{M}$-coherent fuzzy measure if there is a fuzzy measure $\mu' \in \mathcal{M}$ over the Boolean algebra generated by $\mathcal{C}$ such that $\mu(\varphi) = \mu'(\varphi)$ for all $\varphi \in \mathcal{C}$.

It is clear that by relying on a t-norm based logic $\mathcal{L}$ in which rational truth constants are definable, we can represent rational assessments w.r.t. to a fuzzy measure. This will allow us to show that checking the coherence of a rational assessment over a countable set of events is tantamount to checking consistency of a suitably defined theory in $\mathcal{M}(\mathcal{L})$.

First of all, a clarification has to be made, here, given a class of fuzzy measures $\mathcal{M}'$, $\mathcal{M}'(\mathcal{L})$ will denote an extension of $\mathcal{M}(\mathcal{L})$ over a t-norm based logic with rational truth constants compatible with $\mathcal{M}'$ being complete w.r.t. to $\mathcal{M}'$-Kripke models. For instance, $\mathcal{M}'(\mathcal{L})$ might correspond to either $\mathcal{P}(\mathcal{L})$, $\mathcal{P}(i)(\mathcal{L})$, or $\mathcal{N}(\mathcal{L})$. Now, we need theories of the form $\Gamma = \{\kappa(\varphi) \iff \pi\}$ in order to have models in which assessments of fuzzy measures are not only 1-valued. Of course, we cannot take into account real-valued assessments, since we only have rational truth-constants in
our language. Then we obtain that for any rational assessment its coherence is equivalent to the consistency of the respective theory in $\mathcal{M}'(\mathcal{L})$, given that its extension induces a $\mathcal{M}'$-Kripke structure which is a model of such a theory. However, there is an important restriction. Indeed, to obtain the mentioned result we need the logic $\mathcal{L}$ to have the compactness property, or the connective $\leftrightarrow$ to be continuous, since we need to exploit the above compactness results (see [22]). Since $\varphi \leftrightarrow \psi$ is defined as $(\varphi \leftrightarrow \psi) \& (\psi \leftrightarrow \varphi)$, it is obvious that both $\&$ and $\to$ must have continuous truth functions. Up to isomorphism, the only continuous t-norm having a continuous residuum is the Łukasiewicz t-norm. This implies, in this case, that $\mathcal{L}$ must be an extension (or expansion) of RPL [15].

**Theorem 3.4** Let $\theta = \{\mu^*(\varphi_i) = \alpha_i\}$ be a rational assessment, and let $\mathcal{M}'$ be a class of fuzzy measures. Suppose that the following conditions are satisfied:

i. $\mathcal{L}$ is a t-norm based logic with rational truth constants

ii. $\mathcal{L}$ either has the compactness property or is an extension (or expansion) of RPL

iii. $\mathcal{L}$ has a finitary notion of derivability

iv. $\mathcal{L}$ is compatible with $\mathcal{M}'$

v. $\mathcal{M}'(\mathcal{L})$ is (finitely) strongly complete w.r.t. $\mathcal{M}'$-Kripke structures.

Then $\theta$ is $\mathcal{M}'$-coherent iff the theory $\Gamma_\theta = \{\kappa(\varphi_i) \leftrightarrow \alpha_i\}$ is consistent in $\mathcal{M}'(\mathcal{L})$, i.e. $\Gamma_\theta \not\vdash_{\mathcal{M}'(\mathcal{L})} 0$.

Given the above theorems, it is now easy to prove a compactness result for coherent assessments. This means that when we have a rational assessment to a countable set of events, such an assessment is coherent if and only if its restriction to each finite subset of that set also is coherent. Indeed, since any of such coherent restrictions can be translated into a theory which is consistent by Theorem 3.4, the whole corresponding theory is consistent, and consequently, again by Theorem 3.4, the corresponding assessment is coherent. Notice that this result concerns rational assessments of fuzzy measures only, and it is proved by purely logical means.

**Theorem 3.5** Let $\mathcal{C} = \{\varphi_i\}$ be a countable family of events, let $\theta = \{\mu^*(\varphi_i) = \alpha_i\}$ be a rational assessment over $\mathcal{C}$, and let $\mathcal{M}'$ be a class of fuzzy measures. Suppose that the following conditions are satisfied:

i. $\mathcal{L}$ is a t-norm based logic with rational truth constants

ii. $\mathcal{L}$ either has the compactness property or is an extension (or expansion) of RPL

iii. $\mathcal{L}$ has a finitary notion of derivability

iv. $\mathcal{L}$ is compatible with $\mathcal{M}'$

v. $\mathcal{M}'(\mathcal{L})$ is (finitely) strongly complete w.r.t. $\mathcal{M}'$-Kripke structures.

Let $\theta_{\mathcal{I}_z}$ be the restriction of $\theta$ to each finite $\mathcal{I}$, such that $\mathcal{I} \subset \mathcal{C}$. Then:

$\theta$ is $\mathcal{M}'$-coherent iff $\theta_{\mathcal{I}_z}$ is $\mathcal{M}'$-coherent for every $\mathcal{I}$.

### 4 Final Remarks

As far as we know, the only comprehensive logical treatment of uncertainty measures is the one proposed by Halpern [17]. In such a work, a modal operator $\ell$, standing for likelihood, is applied over Boolean formulas, so that $\ell(\varphi)$ is a likelihood term interpreted as "the uncertainty of $\varphi$". A basic likelihood formula is an expression of the form $a_1 \ell(\varphi_1) + \cdots + a_k \ell(\varphi_k) > b$, where $a_1, \ldots, a_k, b$ are real numbers and $k \geq 1$. Likelihood formulas are Boolean combinations of basic likelihood formulas. The language resulting from the foregoing description is called $\mathcal{L}^{QU}$, where $QU$ stands for quantitative uncertainty. From $\mathcal{L}^{QU}$ we can then build up a logic for a class of measures, by introducing the adequate axioms. Given that likelihood formulas are linear inequalities, we also have to introduce all substitution instances of valid linear inequality formulas as axioms. The semantics for $\mathcal{L}^{QU}$ is given by Kripke models ($W, U, c, \mu$) equipped with a measure belonging to a certain class. Halpern showed how to treat probabilities, possibilities, belief functions and upper probabilities obtaining sound and complete axiomatizations.

This approach is strongly based on the presence of axioms of linear inequalities which allow to represent basic operations between formulas. Our approach exploits the advantage given by the fact that in t-norm based logics the operations associated to the evaluation of the connectives are functions defined over $[0, 1]$, which correspond, directly or up to some combinations, to operations used to compute degrees of uncertainty. Then such algebraic operations can be embedded in the connectives of the many-valued logical framework, resulting in clear and elegant formalizations. Given that there is a whole family of t-norm based logics, the choice of the logic to exploit to represent a specific class of measures will clearly depend on the operations we need to represent. This permits to avoid the introduction of instances of linear inequalities, since they are directly given by the functions associated to the connectives of some logics. For instance,
Lukasiewicz logic and its expansions allow the representation of piecewise linear functions, and hence are the most suitable choice for the representation of linear equalities and inequalities. Moreover, in the case of possibility and necessity measures, for instance, we might not even need to use linear inequalities. What we need are just the minimum and the maximum operators plus the possibility of expressing comparative statements which is immediately given by the implication connective.

Therefore, in our treatment we do not need to add axioms for having peculiar operations, since the possible presence of those operations just relies on an adequate choice of the base logic. Having functions embedded in our logics also implies that some properties of the chosen logic might be inherited by the kind of measures we define in it. Indeed, once proven the connection between the consistency of a suitably defined theory in our logic and the coherence of the related assessment, properties like compactness for those assessments can be easily studied by purely logical means.

To conclude, we would like to point out that we do not deem that the t-norm based approach is better than the others. The study carried out in this work might be just an overt example of the advantages t-norm based logics can provide.
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Abstract

We propose a general semantic notion of modal many-valued logic. Then, we explore the difficulties to characterize this notation in a syntactic way and analyze the existing literature with respect to this framework.
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1 Introduction

The purpose of this research is the search of a syntactic notion of modal many-valued logic\(^1\) that generalizes the notion of (normal) modal logic [5, 1]. Our search is motivated by semantic issues. That is, we understand modal many-valued logics as logics defined by Kripke frames (possibly with many-valued accessibility relations) where every world follows the rules of a many-valued logic, this many-valued logic being the same for every world. The reader will find the details of this approach in Section 2.

Throughout the paper we will show the reader the difficulties of this search and we will try to specify which conditions should satisfy this syntactic notion. We will also review the works in the literature that fits inside our framework.

Unfortunately, we have not been able to found a syntactic characterization of the notion of modal many-valued logic and so the question remains open.

2 A semantic approach

In this section we start giving the definition of the modal many valued logic \(\text{Log}_A(F, A)\) associated with an algebra \(A\) and a class of \(A\)-valued Kripke frames \(F\).

\(^1\)In particular, modal fuzzy logics will be inside this class.

The language of this new logic is, by definition, the propositional language generated by a set \(\text{Var}\) of propositional variables\(^2\) together with the connectives given by the algebraic signature of \(A\) expanded with a new unary connective: the necessity\(^3\) operator \(\Box\). The set of formulas of the resulting language will be denoted by \(\text{Fm}_A\).

We point out that the intended meaning of the universe \(A\) is a set of truth-values. The only requirements in our definition will be that the algebra \(A\) is a complete lattice, and that the algebraic language of \(A\) contains, besides meet \(\land\) and join \(\lor\), a constant \(1\) and an implication \(\rightarrow\).

We stress that these conditions are quite weak and a lot of well-known algebras satisfy them, for instance, complete \(FL\)-algebras [20] and complete \(BL\)-algebras [13]. Hence, in particular we can consider that \(A\) is any of the three basic continuous t-norm algebras: \(\text{Łukasiewicz algebra} [0, 1]_L\), \(\text{product algebra} [0, 1]_Π\) and \(\text{Gödel algebra} [0, 1]_G\). We also note that due to the fact that the free algebra with countable generators (i.e., the Lindenbaum-Tarski algebra) of any of the previous varieties of algebras is not complete it is not included in our framework.

An \(A\)-valued Kripke frame is a pair \(\mathfrak{F} = (W, R)\) where \(W\) is a set (of worlds) and \(R\) is a binary relation valued in \(A\) (i.e., \(R: W × W \rightarrow A\)) called accessibility relation. It is said that the Kripke frame is classical in case that the range of \(R\) is included in \(\{0, 1\}\)\(^4\). Whenever \(A\) is fixed, we will denote by \(F\) and \(\mathcal{F}\) the classes of all \(A\)-valued Kripke frames and all \(A\)-valued classical Kripke frames. For the rest of the paper we will mainly focus on these two classes since they provide in some sense minimal logics.

Before introducing \(\text{Log}_A(F, A)\) we need to define what

\(^2\)In most cases it is assumed that \(\text{Var} = \{p_0, p_1, p_2, \ldots\}\).

\(^3\)Later on we will give some ideas about how to develop these ideas with the possibility operator \(\Diamond\).

\(^4\)Here 0 means the minimum of \(A\) and 1 its maximum.
is an \(A\)-valued Kripke model. An \(A\)-valued Kripke model is a triple \(\mathcal{M} = \langle W, R, e \rangle\) where \(\langle W, R \rangle\) is an \(A\)-valued Kripke frame and \(e\) is a map, called valuation, assigning to each variable in \(\text{Var}\) and each world in \(W\) an element of \(A\). The map \(e\) can be uniquely extended to a map \(\bar{e} : Fm_\mathcal{M} \times W \rightarrow A\) satisfying that:

- \(\bar{e}\) is an algebraic homomorphism, in its first component, for the connectives in the algebraic signature of \(A\), and
- \(\bar{e}(\Box \varphi, w) = \bigwedge \{ R(w, w') \rightarrow \bar{e}(\varphi, w') : w' \in W \}\).

Although the functions \(e\) and \(\bar{e}\) are different there will be no confusion between them, and so sometimes we will use the same notation \(e\) for both.

Following the same definitions than in the Boolean modal case [5, 1] it is clear how to define validity of a \(Fm_\mathcal{M}\)-formula in an \(A\)-valued Kripke model and in an \(A\)-valued Kripke frame.

Now we are ready to introduce the modal many-valued logic \(\text{Log}_{\mathcal{M}}(A, F)\). It is defined as the set of formulas \(\varphi \in Fm_\mathcal{M}\) satisfying that for every \(A\)-valued Kripke model \(\langle W, R, e \rangle\) over a frame \(\langle W, R \rangle\) in \(F\) and for every world \(w\) in \(W\), it holds that \(e(\varphi, w) = 1\).

**Remark 1** For the sake of simplicity in this paper we restrict ourselves to adding the necessity operator \(\Box\), but analogously we could have considered a possibility operator ruled by the condition\(^5\)

\[ e(\Diamond \varphi, w) = \bigvee \{ R(w, w') \land e(\varphi, w') : w' \in W \}. \]

**Note 2** We stress that for the case that \(A\) is the Boolean algebra of two elements all previous definitions correspond to the standard terminology in the field of modal logic (cf. [5, 1]). As far as the authors know the first one to talk about this way of extending the valuation \(e\) into the modal many-valued realm was M. Fitting in [9].

Up to now we have considered a logic as a set of formulas. Besides this way to consider logics, it is also common to consider them as consequence relations, e.g., [2]. Following this approach next we define two different consequence relations.

The modal many-valued local consequence \(\models_{\ell}(A, F)\) associated with an algebra \(A\) and a class of \(A\)-valued Kripke frames \(F\) is defined by the following equivalence:

\[ \Gamma \models_{\ell}(A, F) \varphi \iff \text{for every } A\text{-valued Kripke model } \langle W, R, e \rangle \text{ over a frame } \langle W, R \rangle \text{ in } F \text{ and for every world } w \text{ in } W, \text{ it holds that if } e(\gamma, w) = 1 \text{ for every } \gamma \in \Gamma, \text{ then } e(\varphi, w) = 1. \]

The modal many-valued global consequence \(\models_{g}(A, F)\) associated with an algebra \(A\) and a class of \(A\)-valued Kripke frames \(F\) is given by the following definition:

\[ \Gamma \models_{g}(A, F) \varphi \iff \text{for every } A\text{-valued Kripke model } \langle W, R, e \rangle \text{ over a frame } \langle W, R \rangle \text{ in } F, \text{ it holds that if } e(\gamma, w) = 1 \text{ for every } \gamma \in \Gamma \text{ and every world } w \text{ in } W, \text{ then } e(\varphi, w) = 1 \text{ for every world } w \text{ in } W. \]

We point out that the set of theorems of both consequence relations is precisely the set \(\text{Log}_{\mathcal{M}}(A, F)\).

## 3 Differences with the modal Boolean case

**General Considerations.** Let us assume that we have fixed an algebra \(A\) satisfying the previous requirements. In order to simplify our discussion we will also assume that it is a \(FL_{ew}\)-algebra [20], i.e., a residuated lattice. This hypothesis will allow us to use the residuation law.

In order to find a successful syntactic definition of the notions introduced in the previous section\(^7\) first of all we would need to settle a completeness theorem for the logics introduced in the previous section. In particular, we should know how to axiomatize the minimal one \(\text{Log}_{\mathcal{M}}(A, Fr)\). What formulas must we add to an axiomatization of the many-valued logic defined by \(A\) in order to obtain a complete axiomatization of \(\text{Log}_{\mathcal{M}}(A, Fr)\)?

The fact that the famous modal axiom (K) (sometimes called normality axiom)

\[ \Box(\varphi \rightarrow \psi) \rightarrow (\Box \varphi \rightarrow \Box \psi) \quad (K) \]

does not in general belong to \(\text{Log}_{\mathcal{M}}(A, Fr)\) is what makes difficult even to suggest an axiomatization of \(\text{Log}_{\mathcal{M}}(A, Fr)\). As a simple counterexample we can consider the logic \(\text{Log}_{\mathcal{M}}(\{0, 1\}_1, Fr)\) and the Kripke model given by \(W = \{a, b\}, R(a, a) = 1, R(a, b) = 1/2, e(p_0, a) = 1, e(p_0, b) = 1/2, e(p_1, a) = 1\) and \(e(p_1, b) = 0\). Then, \(e(\Box p_0 \rightarrow p_1) \rightarrow (\Box p_0 \rightarrow \Box p_1), a) = 1/2\).

\(^5\)The connective \(\odot\) is what sometimes is called in the literature fusion, multiplicative conjunction, etc. (see [13, 20]).

\(^6\)We remind the reader that in particular all \(BL\)-algebras [13] are \(FL_{ew}\)-algebras.

\(^7\)In the modal Boolean case it is well-known the existence of modal logics that are Kripke frame incomplete. Hence, the searched definition of modal many-valued logic will have to include more logics that the ones introduced in Section 2.
It is easy to check that the necessity rule, from \( \varphi \) follows \( 2\varphi \), holds for \( \text{Log}_2(A, Fr) \). Another property that holds for \( \text{Log}_2(A, Fr) \) is the monotonicity of the necessity operator, i.e., if \( \varphi \rightarrow \psi \) is in the logic then also \( 2\varphi \rightarrow 2\psi \) is in the logic. Moreover, it is possible to see that

\[
(\Box \varphi \land \Box \psi) \leftrightarrow \Box (\varphi \land \psi)
\]

is valid under our semantics. However, in general

\[
(\Box (\varphi \rightarrow \psi) \land \Box \varphi) \rightarrow \Box \psi
\]

fail. The reader can notice that the last formula is equivalent to \( (K) \) thanks to the residuation law.

Although in general \( (K) \) does not belong to \( \text{Log}_0(A, Fr) \), let us remark two particular cases where \( (K) \) holds. For these two cases the difficulties disappear quite a lot as we will see in examples of Section 4. The first one is when \( \circ \) and \( \land \) coincide in the algebra \( A \). In particular this means that \( (K) \) belongs to \( \text{Log}_0([0, 1]_G, Fr) \). And the second one is when \( F \) is the class of classical Kripke frames \( CFr \), i.e., for any algebra \( A \) all \( A \)-valued classical Kripke frames satisfy the normality condition. In particular this means that \( (K) \) belongs to \( \text{Log}_0([0, 1]_I, CFr) \) and \( \text{Log}_0([0, 1]_II, CFr) \).

**Transfer Properties.** We are going to show with three counterexamples that in general metalogical properties are lost when we move from the modal Boolean case to the modal many-valued one. This implies that in order to attack future problems for modal many-valued logics we will need to introduce new machinery, what makes this new field a really exciting and appealing one.

First of all we point out that the fact that two algebras \( A \) and \( B \) generate the same variety does not imply that \( \text{Log}_0(A, CFr) = \text{Log}_0(B, CFr) \). As a counterexample we can consider \( A \) as the standard Gödel algebra \([0, 1]_G\) and \( B \) as its subalgebra of universe \([0] \cup [1/2, 1] \). It is not hard to see that \( \Box \neg\neg p \rightarrow \neg\neg \Box p \) belongs to \( \text{Log}_0(B, CFr) \) while fails in \( \text{Log}_0(A, CFr) \).

Secondly we notice that it can happen that two classes \( F_1 \) and \( F_2 \) of classical Kripke frames have different modal many-valued logics for an algebra \( A \) while for the case of the Boolean algebra of two elements they share the same logic. Why? It is well-known that the modal logic \( S4 \) is generated both by the class \( F_1 \) of finite quasi-orders (perhaps fails the antisymmetric property) and the class \( F_2 \) of infinite partial orders. However, \( \Box \neg\neg p \rightarrow \neg\neg \Box p \) belongs to \( \text{Log}_0([0, 1]_G, F_1) \) while fails in \( \text{Log}_0([0, 1]_G, F_2) \).

<table>
<thead>
<tr>
<th>Table 1: Fitting systems ((A = {t_1, \ldots, t_n}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varphi \Rightarrow \varphi )</td>
</tr>
<tr>
<td>( \Gamma \Rightarrow \Delta )</td>
</tr>
<tr>
<td>( \Gamma, \varphi \Rightarrow \Delta )</td>
</tr>
<tr>
<td>( \varphi_1 \lor \varphi_2, \varphi_2 \lor \varphi_3 \Rightarrow \varphi_1 \lor \varphi_3 )</td>
</tr>
<tr>
<td>( \Gamma, t_i \lor \varphi \Rightarrow \Delta, t_i \lor \psi ) for every ( i \in {1, \ldots, n} )</td>
</tr>
<tr>
<td>( \Gamma \Rightarrow \Delta, \varphi \lor \psi )</td>
</tr>
<tr>
<td>( \Gamma, \psi \Rightarrow t_i \lor \Delta, \varphi \lor t_i ) for every ( i \in {1, \ldots, n} )</td>
</tr>
</tbody>
</table>

Lastly we remark that it is possible to have that \( \text{Log}_0(2, F) \) enjoys the finite Kripke frame property while \( \text{Log}_0(A, F) \) does not. A counterexample is given by the standard Gödel algebra \([0, 1]_G\) and the class \( F \) of classical quasi-orders. The failure of the finite Kripke frame property of \( \text{Log}_0([0, 1]_G, F) \) is witnessed, for instance, by the formula \( \Box \neg\neg p \rightarrow \neg\neg \Box p \).

### 4 Examples in the literature

In the last years there has been a growing number of papers about combining modal and many-valued logics. Some approaches differ from ours, like [6, 19], but others stay as particular cases of our framework. Among the ones that fit in our framework we can cite [9, 10, 14, 11, 12, 15, 4].

Next we will discuss the known axiomatizations in the literature of logics of the form \( \text{Log}_0(A, F) \) where \( A \) is non Boolean and \( F \) is the class of all Kripke frames or
the class of all classical Kripke frames\(^8\). Indeed, the only known ones are for logics satisfying axiom (K), i.e., the authors are unaware of any axiomatization for a case where axioms (K) fails. This remains as a challenge.

**A is a finite Heyting algebra.** This case was considered by M. Fitting in [10, Section 6]. The language includes constants for every element of the fixed algebra \( A \) (i.e., for every truth value), what simplifies the proofs and allows to give a unified presentation of the calculus to axiomatize \( \text{Log}_2(\mathbf{A}, \mathbf{F}) \). The last statement refers to the fact that all these calculus share the same schemes without constants. The calculus is given using sequents and can be found in Table 1. Completeness of this calculus means that \( \text{Log}_2(\mathbf{A}, \mathbf{F}) \) coincides with the set of formulas \( \varphi \in \mathcal{F}_2 \) such that the sequent \( \Rightarrow \varphi \) is derivable using the calculus in Table 1. We notice that using the constants it is very easy to see that \( \text{Log}_2(\mathbf{A}, \mathbf{F}) \neq \text{Log}_2(\mathbf{A}, \mathbf{C}) \). Other papers that study these cases are [17, 18, 16].

\( \text{Log}_2([0, 1]_{\mathbf{G}}, \mathbf{F}) \). This case has been studied by X. Caicedo and R. Rodríguez in [4]. They have proved that this logic is axiomatized by the calculus given in Table 2. The proof is based on the construction of a canonical model\(^9\), which indeed is classical. From here it follows that for every class of Kripke frames \( F \), it holds that \( \text{Log}_2([0, 1]_{\mathbf{G}}, \mathbf{F}) = \text{Log}_2([0, 1]_{\mathbf{G}}, \mathbf{C}) \)\(^8\). Therefore, for the case of \( [0, 1]_{\mathbf{G}} \) we already know how to introduce the notion of modal many-valued logic: it is any set of \( \mathcal{F}_2 \)-formulas that contains the formulas in Table 2 and is closed under the rules in Table 2.

\( \text{Log}_2([0, 1]_{\mathbf{L}}, \mathbf{C}) \). The recent paper [15] by G. Hansoul and B. Teheux axiomatizes the normal modal logic \( \text{Log}_2([0, 1]_{\mathbf{L}}, \mathbf{C}) \) with the infinite calculus given in Table 3. The proof is based on the construction of a classical canonical model. Surprisingly this proof does not need the presence in the language of constants for every truth value. The trick to avoid the introduction of constants is based on a result of [21] (see [15, Definition 5.3]).

**A slightly different approach.** As we have claimed before it is unknown how to manage the resulting non-normal logics. One possibility to avoid this difficulty is to introduce graded modalities \( \square_t \) (where \( t \in \mathbf{A} \)) corresponding to the cuts of the many-valued accessibility relation, i.e., using

\[
eq (\square_t \varphi, w) = \bigwedge \{ e(\varphi, w') : R(w, w') \geq t \}
\]
to extend the valuation. Then, it is easy to see that all modalities \( \square_t \) are normal. We notice that in some particular cases, axiomatizations for these graded modalities has been found in the literature (see for instance \( [8, 22, 3] \)). The case considered in [3] corresponds to consider the \( n \)-valued Lukasiewicz chain algebra \( \mathbf{L}_{n-1} \) (see [7]) and having constants in the language for every element in the \( n \)-valued Lukasiewicz algebra. The axiomatization given in [3] is shown in Table 4. An interesting fact about this case is that \( \square \) is definable in the new language because

\[
(\square \varphi) \iff \bigwedge \{ t \rightarrow \square_t \varphi : t \in \mathbf{L}_{n-1} \}
\]
is valid under our semantics.

**5 Main Open Problems**

In opinion of the authors the main open problems in this field are the search of axiomatizations for \( \text{Log}_2([0, 1]_{\mathbf{L}}, \mathbf{F}) \) and \( \text{Log}_2([0, 1]_{\mathbf{L}}, \mathbf{C}) \) in case they are recursively axiomatizable. The main difficulties here are the lack of normality of these logics.
Table 4: Inference Rules for $\Box_i, \ldots, \Box_1$ (t $\in L_{n-1}$)

\[
\begin{align*}
(\varphi \rightarrow \psi) & \rightarrow ((\psi \rightarrow \chi) \rightarrow (\varphi \rightarrow \chi)) \\
\varphi \rightarrow (\psi \rightarrow \varphi) & \rightarrow ((\psi \rightarrow \varphi) \rightarrow \varphi) \\
(\neg \varphi \rightarrow \psi) & \rightarrow (\psi \rightarrow \varphi) \\
(\varphi \circ \psi) & \rightarrow (\neg (\varphi \rightarrow \neg \psi)) \\
\mathbf{n}. \varphi & \rightarrow (n - 1). \varphi \\
(m. \varphi^{m-1}) & \rightarrow (n. \varphi^m), \ 2 \leq m \leq n - 2 \ \text{and} \ \mathbf{m} = (n - 1). \\
(t_i \rightarrow t_j) & \rightarrow t_k, \ \text{if} \ t_k = t_i \rightarrow t_j \\
\Box_i (\varphi \rightarrow \psi) & \rightarrow (\Box_i \varphi \rightarrow \Box_i \psi) \\
\Box_i \varphi & \rightarrow \Box_i \varphi, \ \text{if} \ t_i \leq t_j \\
\Box_i. \varphi & \rightarrow \varphi \\
\neg \Box_i. \varphi & \rightarrow \Box_i. \neg \varphi \\
\Box_i (t_j \rightarrow \varphi) & \rightarrow (t_j \rightarrow \Box_i \varphi) \\
\text{From } \varphi \text{ infer } \Box_i. \varphi \\
\text{From } \varphi \text{ and } \varphi \rightarrow \psi, \text{ infer } \psi
\end{align*}
\]

Once there is an axiomatization for them (if any) it seems easy to find the right definition of modal many-valued logic. And once we know the definition of the class of modal many-valued logics the next step will be their study with all possible techniques: algebras, Kripke frames, Kripke models, sequent calculus, etc.
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Abstract

We present different notions of convexity and concavity for copulas and we study the relationships among them.

Keywords: Copulas, Schur-concavity, Quasi-concavity.

1 Introduction

A function $C : [0, 1]^2 \to [0, 1]$ is called copula if, for every $x, x', y, y'$ in $[0, 1]$, for $x \leq x', y \leq y'$,

$$C(x, 0) = C(0, x) = 0, \quad C(x, 1) = C(1, x) = x,$$

$$C(x', y) - C(x, y) - C(x', y) + C(x, y) \geq 0. \quad (2)$$

In other words, a copula is a binary aggregation operator that has neutral element 1 and which satisfies inequality (2), called the 2–increasing property [16]. In 1959, Abe Sklar introduced this concept in order to link a bivariate distribution function to its marginals [18]. Since then, copulas have played an important role not only in probability theory and statistics, but also in multi-criteria decision making and in fuzzy set theory. Classical examples of copulas are $\Pi(x, y) = xy, M(x, y) = \min(x, y)$ and $W(x, y) = \max(x + y - 1, 0)$.

In particular, for each copula $C$, we have $W \leq C \leq M$ pointwise on $[0, 1]^2$. The class of copulas shall be denoted by $\mathcal{C}$, which is a convex and compact (with respect to the $L^\infty$ norm) subset in the class of all continuous functions from $[0, 1]^2$ into $[0, 1]$.

The following two construction of copulas will be considered in the sequel: ordinal sum and $\phi$–transformations; they are recalled here.

Let $(C_i)_{i \in I}$ be a family of copulas indexed by the (at most) countable set $I$. Let $\{(a, b)\}_{i \in I}$ be a family of pairwise disjoint subintervals of $[0, 1]$ indexed by the same set $I$. The ordinal sum of $(C_i)_{i \in I}$ with respect to $(\{(a, b)\}_{i \in I}$ is the copula $C : [0, 1]^2 \to [0, 1]$ given by

$$C(x, y) = \begin{cases} a_i + (b_i - a_i)C_i \left( \frac{x - a_i}{a_i - b_i}, \frac{y - a_i}{b_i - a_i} \right) & \text{on } [a, b]^2, \\ M(x, y) & \text{otherwise.} \end{cases} \quad (3)$$

A copula $C$ is symmetric if $C(x, y) = C(y, x)$ for all $x, y$ in $[0, 1]$, and, in particular, the copulas $W, \Pi$ and $M$ are symmetric, but not every copula is symmetric. As showed in [11, 17], we can assign to each copula $C$ a degree of non-symmetry, given by

$$\sigma_C = \sup \{ |C(x, y) - C(y, x)|, x, y \in [0, 1] \}. \quad (4)$$

It was proved in [11, 17] that $\sigma_C \leq 1/3$ for every copula $C$, and the value $1/3$ is attained.

Recently, investigations on various notions of convexity for copulas have received much attention because of their potential applications: see, for example, [1, 16] and the recent papers [2, 4, 7, 8]. Here, we revisit different types of convexity and study their relationships through several examples. In particular, we shall note that, if a copula $C$ satisfies some conditions of convexity or concavity, then the bounds for the degree of non-symmetry $\sigma_C$ can be improved.

2 Global and directional convexity

We start with the classical notion of convexity.

Definition 1 A copula $C$ is called (globally) convex if, for all $x_1, x_2, y_1, y_2$ and $\lambda$ in $[0, 1]$,

$$C(\lambda x_1 + (1 - \lambda) y_1, \lambda x_2 + (1 - \lambda) y_2) \leq \lambda C(x_1, x_2) + (1 - \lambda) C(y_1, y_2). \quad (4)$$
A copula \( C \) is called (globally) concave if (4) holds with the reverse inequality sign.

In the class of copulas, convexity and concavity are strong properties in view of the following result.

**Proposition 1 ([6])** Let \( C \) be a copula.

(a) \( C \) is convex if, and only if, \( C = W \);
(b) \( C \) is concave if, and only if, \( C = M \).

Weak versions of these properties are given by the following definitions.

**Definition 2** A copula \( C \) is called directionally convex if, for every \( z_0 \) in \([0,1]\), the functions \( x \mapsto C(x, z_0) \) and \( y \mapsto C(z_0, y) \) are convex, viz. for all \( x, y \) and \( \lambda \) in \([0,1]\),

\[
C(\lambda x + (1-\lambda)y, z_0) \leq \lambda C(x, z_0) + (1-\lambda)C(y, z_0),
\]

\[
C(z_0, \lambda x + (1-\lambda)y) \leq \lambda C(z_0, x) + (1-\lambda)C(z_0, y).
\]

A copula \( C \) is called directionally concave if, for every \( z_0 \) in \([0,1]\), the functions \( x \mapsto C(x, z_0) \) and \( y \mapsto C(z_0, y) \) are concave.

Notice that \( W \) is directionally convex, \( M \) is directionally concave, \( \Pi \) is both directionally convex and concave. Such properties are useful in view of the following statistical interpretation.

**Proposition 2 ([16])** Let \( C \) be the copula associated with a pair \( (X,Y) \) of continuous random variables. Then:

(a) \( C \) is directionally convex if, and only if, \( Y \) is stochastically decreasing in \( X \) and \( X \) is stochastically decreasing in \( Y \);
(b) \( C \) is directionally concave if, and only if, \( Y \) is stochastically increasing in \( X \) and \( X \) is stochastically increasing in \( Y \).

**Example 1** Let \( C_\alpha \) be a member of the Farlie-Gumbel-Morgenstern family of copulas defined, for all \( \alpha \) in \([-1,1] \) by

\[
C_\alpha(x,y) = xy(1+\alpha(1-x)(1-y)).
\]

Then \( C_\alpha \) is directionally convex if \( \alpha \in [-1,0] \) and it is directionally concave if \( \alpha \in [0,1] \).

Directionally convex copulas are also called \( P \)-increasing copulas [5, 10] and they are used in order to ensure that the pointwise composition of two \( 2 \)-increasing aggregation operators is also \( 2 \)-increasing.

**Proposition 3** The class of all directionally concave (resp. convex) copulas is a convex and compact (with respect to the to the \( L^\infty \) norm) subset of \( C \).

Note that an ordinal sum of directionally concave copula is also directionally concave, but a non-trivial ordinal sum of directionally convex copula is not directionally convex (because \( M \) is directionally concave). Moreover, the \( \phi \)-transform of directionally concave (resp. convex) copula may not be directionally concave (resp. convex).

For directionally concave and convex copulas, we have the following bounds for the degree of non-symmetry.

**Proposition 4** Let \( C \) be a copula.

(a) If \( C \) is directionally concave, then \( \sigma_C \leq 1/9 \).
(b) If \( C \) is directionally convex, then \( \sigma_C \leq 3 - \sqrt{2} \).

Both bounds are sharp.

### 3 Schur-convex copulas

The notion of Schur-convexity was introduced in the context of majorization ordering [14] and it is here reformulated in the class of copulas.

**Definition 3** A copula \( C \) is called Schur-convex if, for all \( x, y \) and \( \lambda \) in \([0,1]\),

\[
C(x, y) \leq C(\lambda x + (1-\lambda)y, (1-\lambda)x + \lambda y).
\]

A copula \( C \) is called Schur-concave if (5) holds with the reverse inequality sign.

The following result allows to investigate only Schur-convex copulas.

**Proposition 5 ([8])** \( W \) is the only Schur-convex copula.

Every Schur-convex copula \( C \) is symmetric (and hence \( \sigma_C = 0 \)), but the converse implication is not true.

**Example 2** Let \( C \) be the copula defined by

\[
C(x,y) = \begin{cases} 
\frac{2y}{z} & \text{on } \left[0, \frac{1}{2}\right]^2, \\
\frac{2(3y-1)}{y} & \text{on } \left[0, \frac{1}{2}\right] \times \left[\frac{1}{2}, 1\right], \\
\frac{2}{y-x+y-1} & \text{on } \left[\frac{1}{2}, 1\right] \times \left[0, \frac{1}{2}\right], \\
\frac{2}{y-x+y-1} & \text{on } \left[\frac{1}{2}, 1\right]^2.
\end{cases}
\]

Then \( C \) is symmetric, but

\[
C\left(\frac{6}{10}, \frac{4}{10}\right) = \frac{32}{200} < \frac{33}{200} = C\left(\frac{7}{10}, \frac{3}{10}\right),
\]

and, hence, \( C \) is not Schur-convex.
Remark 1 If \( z = C(s, t) \) is the surface associated with a Schur–concave copula \( C \), then the intersections of the surface with all the vertical planes of the form \( s + t = 2x \), for all \( x \in [0,1] \) and \( s \in [0,x] \), are curves that are decreasing from \( (x,x) \) to \((2x,0)\), if \( x \leq 1/2 \), and from \((x,x)\) to \((2x-1,1)\), otherwise.

For a copula, the notion of Schur–concavity can be expressed in terms of its derivatives.

**Proposition 6** ([8]) Let \( C \) be a continuously differentiable copula. Then \( C \) is Schur–concave on \([0,1]^2\) if, and only if,

(a) \( C \) is symmetric;

(b) for all \( x, y \in [0,1] \), \( x \geq y \), \( \frac{\partial C(x,y)}{\partial x} \leq \frac{\partial C(x,y)}{\partial y} \).

As a consequence, it is easily proved that the copula \( \Pi \) is Schur–concave. Moreover, the following copulas are Schur–concave:

- associative copulas (in particular, \( M \), \( W \) and \( \Pi \));
- Fréchet copulas, \( C_{\alpha,\beta} = \alpha M + (1-\alpha-\beta)\Pi + \beta W \) for \( \alpha \) and \( \beta \) in \([0,1]\), \( \alpha + \beta = 1 \);
- Farlie–Gumbel–Morgenstern copulas, \( C_{\alpha}(x,y) = xy + \alpha xy(1-x)(1-y) \) for \( \alpha \) in \([-1,1]\).

We denote by \( C_{SC} \) the class of all Schur–concave copulas.

**Proposition 7** ([8]) The set \( C_{SC} \) is a convex and compact (with respect to the to the \( L^\infty \) norm) subset of \( C \).

Moreover, the class \( C_{SC} \) is closed with respect to ordinal sums and bijective concave transformations.

**Proposition 8** ([8]) The ordinal sum of Schur–concave copulas is Schur–concave.

**Proposition 9** Let \( \phi : [0,1] \to [0,1] \) be a continuous and concave bijection with \( \phi(0) = 0 \) and \( \phi(1) = 1 \). If \( C \) is Schur–concave, then the \( \phi \)–transform \( C_{\phi} \) given by (3) is also Schur–concave.

**Proof.** Let \( x, y \) and \( \lambda \) be in \([0,1]\). Because \( \phi \) is concave, we have

\[
\phi(\lambda x + (1-\lambda)y) \geq \lambda \phi(x) + (1-\lambda)\phi(y),
\phi((1-\lambda)x + \lambda y) \geq (1-\lambda)\phi(x) + \lambda \phi(y).
\]

Moreover, since \( C \) is Schur–concave, we have

\[
C(\lambda \phi(x) + (1-\lambda)\phi(y), (1-\lambda)\phi(x) + \lambda \phi(y)) \geq C(\phi(x), \phi(y)).
\]

But \( C \) is increasing in each variable so that

\[
C_\phi(\lambda x + (1-\lambda)y, (1-\lambda)x + \lambda y) \geq C_\phi(x,y),
\]

which is the desired assertion. \( \square \)

4 Weak Schur–concave copulas

Recently, E.P. Klement, R. Mesiar and E. Pap [12] raised some problems on binary aggregation operators. Specifically, in Problem 5 they suggested to study the inequality

\[
C(\max(x-a,0), \min(x+a,1)) \leq C(x,x), \tag{6}
\]

for all \( x \in [0,1] \) and for all \( a \in [0,1/2] \). In [4], this problem was investigated for the class of copulas and the connection between inequality (6) and the notion of Schur–concavity was stressed.

In the spirit of these investigations, in [7] the following weakened form of Schur–concavity is introduced.

**Definition 4** A copula \( C \) is called weakly Schur–concave (WSC, for short) if, for all \( x \in [0,1] \) and for all \( a \in [0,1/2] \), both

\[
C(\max(x-a,0), \min(x+a,1)) \leq C(x,x) \tag{7}
\]

and

\[
C(\min(x+a,1), \max(x-a,0)) \leq C(x,x) \tag{8}
\]

hold.

If (7) and (8) are satisfied by \( C \) with reverse inequality sign, then \( C \) is said to be weakly Schur-convex.

**Proposition 10** ([7]) If a copula \( C \) is weakly Schur–convex, then \( C(t,t) = \max(2t-1,0) \) for every \( t \) in \([0,1]\).

Therefore, by using [3, 15], if \( C \) is weakly Schur–convex, then \( C \) has the following representation

\[
C(x,y) = \begin{cases} C_1(2x,2y-1) & \text{on } [0,1/2] \times [1,1], \\
C_2(2x-1,2y) & \text{on } [1/2,1] \times [0,1/2], \\
W(x,y) & \text{otherwise,} \end{cases}
\]

for suitable copulas \( C_1 \) and \( C_2 \).

**Remark 2** Geometrically speaking, a copula \( C \) is weakly Schur–concave if the maximum of \( C \) along the line

\[
d_k = \{(x,y) \in [0,1]^2 \mid x+y = 2k\},
\]

for every \( k \in [0,1] \), is attained at the point \((k,k)\). Moreover, if a copula \( C \) is differentiable, then the property WSC implies that the partial derivatives of \( C \) at the points of the main diagonal of \([0,1]^2\) are equal.
Important examples of WSC copulas are $W$, $\Pi$ and $M$. If $C$ is a Schur–concave copula, then it is easily proved that $C$ is also WSC. But, on the other hand, if a copula $C$ is WSC, then it does not need to be Schur–concave.

**Example 3** Let $C$ be the copula defined by

$$C(x, y) = \begin{cases} \frac{M(3x, 3y-2)}{M(3x-1, 3y-1)} & \text{on } [0, \frac{4}{11}] \times \left[\frac{2}{3}, 1\right], \\
\frac{M(3x, 3y-1)}{M(3x-1, 3y)} & \text{on } \left[\frac{2}{3}, \frac{4}{11}\right] \times \left[\frac{2}{3}, 1\right], \\
\frac{M(3x, 3y-2)}{3} & \text{on } \left[\frac{2}{3}, 1\right] \times [0, \frac{2}{3}], \\
W(x, y) & \text{otherwise.}
\end{cases}$$

Then $C$ is WSC, but $C$ is not Schur–concave. In fact, given the points $\left(\frac{2}{10}, \frac{7}{10}\right)$ and $\left(\frac{3}{10}, \frac{6}{10}\right)$, we have

$$C\left(\frac{3}{10}, \frac{6}{10}\right) = 0 < \frac{1}{30} = C\left(\frac{2}{10}, \frac{7}{10}\right),$$

which implies that $C$ is not Schur–concave.

We denote by $\mathcal{C}_{WSC}$ the class of all WSC copulas.

**Proposition 11** ([7]) The set $\mathcal{C}_{WSC}$ is a convex and compact (with respect to the to the $L^\infty$ norm) subset of $C$.

Moreover, the class $\mathcal{C}_{WSC}$ is closed with respect to ordinal sums and bijective concave transformations.

**Proposition 12** ([7]) The ordinal sum of WSC copulas is WSC.

**Proposition 13** ([7]) Let $\phi: [0, 1] \to [0, 1]$ be a continuous and concave bijection with $\phi(0) = 0$ and $\phi(1) = 1$. If $C$ is WSC, then the $\phi$–transform of $C$ given by (3) is also WSC.

A WSC copula does not need to be symmetric. For instance, consider the copula

$$C(x, y) = \begin{cases} xy, & x \leq y; \\
\left(\frac{x+y}{4}\right)^2, & y < x \leq 2\sqrt{y} - y; \\
y, & x \geq 2\sqrt{y} - y.
\end{cases}$$

For WSC copulas, we have the following bound for the degree of non–symmetry.

**Proposition 14** ([7]) Let $C$ be a WSC copula. Then $\sigma_C \leq 1/4$.

Notice that a WSC copula $C$ such that $\sigma_C = 1/4$ is defined in the following way:

$$C(x, y) = \begin{cases} \max(x + y - 1, 0), & x \geq \frac{1}{4} \text{ or } x + y \geq \frac{3}{2}, \\
\max\left(y - \frac{1}{4}, 0\right), & y \leq x \leq \frac{3}{4}, \\
x, & x \leq y - \frac{1}{2}, \\
\max\left(\frac{x+y}{2} - \frac{1}{4}, 0\right), & \text{otherwise.}
\end{cases}$$

### 5 Quasi–concave copulas

The notion of quasi–concavity was introduced in the context of optimization theory and it is here reformulated in the class of copulas.

**Definition 5** A copula $C$ is called quasi–concave if, for all $x_1, x_2, y_1, y_2$ and $\lambda$ in $[0, 1]$,

$$C(\lambda x_1 + (1-\lambda)y_1, \lambda x_2 + (1-\lambda)y_2) \geq \min(C(x_1, x_2), C(y_1, y_2)).$$

A copula $C$ is said to be quasi–convex if, for all $x_1, x_2, y_1, y_2$ and $\lambda$ in $[0, 1]$,

$$C(\lambda x_1 + (1-\lambda)y_1, \lambda x_2 + (1-\lambda)y_2) \leq \max(C(x_1, x_2), C(y_1, y_2)).$$

The following result allows us to investigate only quasi–concave copulas.

**Proposition 15** $W$ is the only quasi–convex copula.

Notice that every associative copula is quasi–concave, and in particular $W$, $\Pi$ and $M$ are quasi–concave.

**Remark 3** Geometrically speaking, a copula $C$ is quasi–concave if, given a segment $PQ$ in $[0, 1]^2$, the value of $C$ at any internal point of this segment is not smaller than either the value of $C$ at $P$ or the value of $C$ at $Q$.

We denote by $\mathcal{C}_{QC}$ the class of all quasi–concave copulas.

**Proposition 16** ([2]) The set $\mathcal{C}_{QC}$ is a convex and compact (with respect to the to the $L^\infty$ norm) subset of $C$.

Moreover, the class $\mathcal{C}_{QC}$ is closed with respect to ordinal sums and bijective concave transformations.

**Proposition 17** The ordinal sum of quasi–concave copulas is quasi–concave.

**Proof.** The proof can be easily reproduced by using the geometrical interpretation of quasi–concavity given above. □

**Proposition 18** Let $\phi: [0, 1] \to [0, 1]$ be a continuous and concave bijection with $\phi(0) = 0$ and $\phi(1) = 1$. If $C$ is quasi–concave, then the $\phi$–transform of $C$ given by (3) is also quasi–concave.
Proof. Let \( x_1, x_2, y_1, y_2 \) and \( \lambda \) be in \([0, 1]\). Because \( \phi \) is concave, we have
\[
\phi(\lambda x_1 + (1 - \lambda) y_1) \geq \lambda \phi(x_1) + (1 - \lambda) \phi(y_1),
\]
\[
\phi(\lambda x_2 + (1 - \lambda) y_2) \geq \lambda \phi(x_2) + (1 - \lambda) \phi(y_2).
\]
Moreover, since \( C \) is increasing in each variable and quasi-concave, we have
\[
C(\phi(\lambda x_1 + (1 - \lambda) y_1), \phi(\lambda x_2 + (1 - \lambda) y_2))
\]
\[
\geq C(\lambda \phi(x_1) + (1 - \lambda) \phi(y_1), \lambda \phi(x_2) + (1 - \lambda) \phi(y_2))
\]
\[
\geq \min(C(\phi(x_1), \phi(x_2)), C(\phi(y_1), \phi(y_2))).
\]
But \( \phi \) is strictly increasing so that
\[
C(\lambda x_1 + (1 - \lambda) y_1, \lambda x_2 + (1 - \lambda) y_2)
\]
\[
\geq \min(C(x_1, x_2), C(y_1, y_2)),
\]
which is the desired assertion. \( \square \)

A quasi-concave copula does not need to be symmetric (so it is not necessarily Schur–concave): see, for instance, [16, section 3.2.1]. Moreover, we can improve the estimation of the degree of non-symmetry in the class of quasi-concave copulas.

Proposition 19 ([2]) Let \( C \) be a quasi-concave copula. Then \( \sigma_C \leq 1/5 \), and the value \( 1/5 \) is attained.

In the symmetric case, we obtain the following result.

Proposition 20 ([2]) For a quasi-concave copula \( C \), the following statements are equivalent:

(a) \( C \) is symmetric,

(b) \( C \) is WSC,

(c) \( C \) is Schur–concave.

Notice that a symmetric and Schur–concave copula does not need to be quasi-concave ([16, Example 3.2.8]). Example 2 in [4], instead, describes a symmetric and WSC copula that is neither Schur–concave nor, as a consequence, quasi-concave.

Proposition 21 ([2]) A directionally concave copula is quasi-concave.

The converse implication of the above proposition is not true, even when \( C \) is symmetric.
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Abstract

We provide a method for constructing a class of multivariate copulas depending on a univariate function. We study some properties of this class and present several examples. The same circle of ideas is used in a similar construction of quasi–copulas.
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1 Introduction

An n-dimensional copula (briefly n-copula) is a function $C : \mathbb{I}^n \to \mathbb{I}$ ($\mathbb{I} = [0,1]$) which satisfies:

(C1) for every $u = (u_1, u_2, \ldots, u_n)$ in $\mathbb{I}^n$, $C(u) = 0$ if at least one coordinate of $u$ is 0, and $C(u) = u_k$ whenever all coordinates of $u$ are 1 except $u_k$;

(C2) for every $a = (a_1, a_2, \ldots, a_n)$ and $b = (b_1, b_2, \ldots, b_n)$ in $\mathbb{I}^n$ such that $a_k \leq b_k$ for all $k = 1, 2, \ldots, n$, $V_C([a,b]) = \sum \text{sgn}(c)C(c) \geq 0$, where $[a,b]$ denotes the n-box $[a_1, b_1] \times [a_2, b_2] \times \cdots \times [a_n, b_n]$, the sum is taken over all the vertices $c = (c_1, c_2, \ldots, c_n)$ of $[a,b]$, $c_k \in \{a_k, b_k\}$ (1 ≤ $k$ ≤ n), and $\text{sgn}(c)$ = 1 if $c_k = a_k$ for an even number of indices $k$'s, and $\text{sgn}(c)$ = −1 if $c_k = a_k$ for an odd number of indices $k$'s.

In view of Sklar’s Theorem [15], the joint distribution function $H$ of the random vector $(X_1, X_2, \ldots, X_n)$ with univariate marginals $F_1, F_2, \ldots, F_n$ can be expressed, for every $x \in \mathbb{R}^n$, by

\[ H(x) = C(F_1(x_1), F_2(x_2), \ldots, F_n(x_n)), \]  

where $C$ is an n-copula that is uniquely determined on $\text{Range } F_1 \times \text{Range } F_2 \times \cdots \times \text{Range } F_n$.

Conversely, given $n$ univariate distribution functions $F_1, F_2, \ldots, F_n$, and an n–copula $C$, the function $H$ given by (1) is an n-dimensional distribution function.

In particular, $\Pi_n$ and $M_n$, defined for all $u$ in $\mathbb{I}^n$ by $\Pi_n(u) = \prod_{i=1}^n u_i$ and $M_n(u) = \min\{u_1, u_2, \ldots, u_n\}$, are the n-copula of independent and comonotone random variables, respectively.

Thus, copulas are useful tools in the construction of multivariate distributions with given marginals: it suffices to construct a multivariate copula and, hence, attach to it some univariate marginals.

In [8, 12], several methods for constructing copulas are given; however, most of them concern the bivariate case and no simple extension to the n-dimensional case (n ≥ 3) is provided.

Recently [4], F. Durante introduced a new family of n-copulas depending on a univariate function. Specifically, under some assumptions on a function $f : \mathbb{I} \to \mathbb{I}$, the family of copulas given by

\[ C_f(x, y) = \min\{x, y\}f(\max\{x, y\}) \]

is studied (for more details about this family see [5]). In [6], it was proved that this family arises in a natural way when we impose that the horizontal and vertical sections of a bivariate copula are linear on some segments of the unit square.

In this note, we extend the above family of copulas to the n-dimensional case (n ≥ 3) and we study its properties. More details can be found in [7].

2 The new family of n-copulas

Given a continuous function $f : \mathbb{I} \to \mathbb{I}$, we define the function $C_f : \mathbb{I}^n \to \mathbb{I}$ given by

\[ C_f(u_1, u_2, \ldots, u_n) = u_1 \prod_{i=2}^n f(u_i) \]
where \( u_1, \ldots, u_n \) denote the components of \((u_1, u_2, \ldots, u_n) \in \mathbb{I}^n \) rearranged in increasing order. We aim at studying the conditions under which \( C_f \) is a copula.

**Theorem 1.** Let \( f: \mathbb{I} \rightarrow \mathbb{I} \) be a continuous function and let \( C_f \) be the function defined by (2). Then \( C_f \) is an \( n \)-copula if, and only if,

(a) \( f(1) = 1 \);

(b) \( f \) is increasing;

(c) the function \( t \rightarrow f(t)/t \) is decreasing on \((0, 1] \).

A function \( f \) satisfying the assumptions of Theorem 1 is called a generator. Every generator \( f \) is the restriction to \( \mathbb{I} \) of a univariate distribution function. In particular, if \((U_1, U_2, \ldots, U_n)\) is a vector of \( n \) random variables uniformly distributed on \( \mathbb{I} \) with \( n \)-copula \( C_f \), then

\[
P(\max\{U_1, U_2, \ldots, U_n\} \leq t | U_1 \leq t) = f^{n-1}(t).
\]

Note that if \( f_t(t) = t \) for all \( t \in \mathbb{I} \), then \( C_{f_t} = \Pi_n \); and, if \( f_t(t) = 1 \) for all \( t \in \mathbb{I} \), then \( C_{f_t} = M_n \). In general, if \( f \) is a generator, then \( t \leq f(t) \leq 1 \). Moreover, \( f(t)/t \) is decreasing on \((0, 1] \) if, and only if, \( f \) is star-shaped, viz. \( f(\alpha t) \geq \alpha f(t) \) for all \( \alpha, t \in \mathbb{I} \); in particular, if \( f \) is concave, then \( f(t)/t \) is decreasing on \((0, 1] \).

In the sequel, we will denote by \( \Phi \) the class of all generators. When building \( n \)-copulas of type (2), the class \( \Phi \) plays a major rôle. Some properties of this class are presented in the following result.

**Proposition 1.** Let \( f \) and \( g \) be two continuous functions from \( \mathbb{I} \) onto \( \mathbb{I} \). The following statements hold:

(a) if \( f \) and \( g \) are in \( \Phi \), then \( \alpha f + (1 - \alpha) g \) is in \( \Phi \) for every \( \alpha \in \mathbb{I} \);

(b) if \( f \) and \( g \) are in \( \Phi \), then the functions \( \min\{f, g\} \) and \( \max\{f, g\} \) are in \( \Phi \);

(c) if \( f \) and \( g \) are in \( \Phi \), then the composition \( f \circ g \) is in \( \Phi \).

**Example 1.** For any \( \alpha \in \mathbb{I} \), consider the function \( f: \mathbb{I} \rightarrow \mathbb{I} \) given by \( f_\alpha(t) := \alpha t + \sqrt{t} \), with \( \sqrt{t} := 1 - \alpha \). Then, \( f_\alpha \) is in \( \Phi \), and the \( n \)-copula \( C_{f_\alpha} = C_\alpha \) defined by (2) is given by

\[
C_\alpha(u) = u_1 \prod_{i=2}^{n} (\alpha u_i + \sqrt{u_i}).
\]

In particular, in the bivariate case, we obtain the well-known Fréchet family of copulas \( C_\alpha(u_1, u_2) = \alpha u_1 u_2 + (1 - \alpha) \min\{u_1, u_2\} \) (see [8, Family B11] and [12]).

**Example 2.** For any \( \alpha \geq 1 \), consider the function \( f: \mathbb{I} \rightarrow \mathbb{I} \) given by \( f_\alpha(t) := \min\{\alpha t, 1\} \). Then, \( f_\alpha \) is in \( \Phi \), and the \( n \)-copula \( C_{f_\alpha} = C_\alpha \) defined by (2) is given by

\[
C_\alpha(u) = u_1 \prod_{i=2}^{n} \min\{\alpha u_i, 1\}.
\]

In particular, in the bivariate case, \( C_\alpha \) is the ordinal sum of the \( 2 \)-copulas \( \{M_2, M_2\} \) with respect to the partition \( \{[0, 1/\alpha], [1/\alpha, 1]\} \) (see [12] for more details).

**Example 3.** For any \( \alpha \in \mathbb{I} \), consider the function \( f: \mathbb{I} \rightarrow \mathbb{I} \) given by \( f_\alpha(t) := t^\alpha \). Then, \( f_\alpha \) is in \( \Phi \), and the \( n \)-copula \( C_{f_\alpha} = C_\alpha \) defined by (2) is given by

\[
C_\alpha(u) = u_1^{1-\alpha} \prod_{i=1}^{n} u_i^{-\alpha},
\]

i.e., \( C_\alpha = (M_n)^{1-\alpha}(\Pi_n)^\alpha \). Note that \( C_0 = M_n \) and \( C_1 = \Pi_n \). Moreover, \( C_\alpha \) can be considered as a generalization of the Cuadras-Augé family of \( 2 \)-copulas [2]. In this case, every copula \( C_\alpha \) is a multivariate extreme copula, viz. \( C_\alpha(u_1^\alpha, u_2^\alpha, \ldots, u_n^\alpha) = (C_\alpha(u_1, u_2, \ldots, u_n))^t \) for every \( t > 0 \), which is a useful property in multivariate extreme value theory, as showed in [8].

Notice that \( n \)-copula \( C_f \) is symmetric, viz. the value of \( C_f \) does not change by permuting its arguments.

The mixed derivative of order \( n \) of an \( n \)-copula \( C \),

\[
\partial^n C \left( \frac{\partial C}{\partial u_1 \ldots \partial u_n} (u), \frac{\partial C}{\partial v_1 \ldots \partial v_n} (v) \right) dt,
\]

otherwise, \( C \) has a singular component. Every \( n \)-copula \( C_f \) of type (2), except \( \Pi_n \), has a singular component. In fact, as illustrated in [8, pages 14–15], it suffices to note that, for every \( i = 1, 2, \ldots, n \), the mapping \( t \mapsto \partial^n C \left( u_1, \ldots, u_{i-1}, t, u_{i+1}, \ldots, u_n \right) \) has a jump discontinuity. For instance, in the bivariate case, the first derivative of \( C_f \) is given by

\[
\frac{\partial C_f}{\partial u}(u, v) = \begin{cases} f(v), & \text{if } u < v, \\ v f'(u), & \text{otherwise.} \end{cases}
\]

For a fixed \( v_0 \), the mapping \( t \mapsto \partial^n C_f(\alpha t, v_0) \) has a jump discontinuity in \( v_0 \), and, thus, \( C_f \) has a singular component along the main diagonal of the unit square. By using [8, Theorem 1.1], the mass of this singular component is given by

\[
m = \int_0^1 (f(t) - tf'(t)) \, dt = 2 \int_0^1 f(t) \, dt - 1.
\]

This \( m \) has a graphical interpretation when \( f \) admits an inverse; in fact, \( m \) is the area of the region of the unit square between the graph of \( f \) and the graph of \( f^{-1} \).
3 Statistical properties

Now, we give a statistical interpretation of the new family. Let \( W_1, W_2, \ldots, W_n, Z \) be \( n+1 \) independent random variables such that \( W_i \) has distribution function \( f \) satisfying parts (a), (b) and (c) in Theorem 1, for all \( i = 1, 2, \ldots, n \), and \( Z \) has distribution function \( g(t) = tf(t) \). Note that \( g(1) = 1 \) and \( g \) is increasing, since \( f(t)/t \) is decreasing. Consider the random variables \( U_i = \max\{W_i, Z\} \), for all \( i = 1, 2, \ldots, n \). Then, for every \( (u_1, u_2, \ldots, u_n) \), the distribution function of the random vector \((U_1, U_2, \ldots, U_n)\) is given by

\[
P(U_1 \leq u_1, \ldots, U_n \leq u_n) = u_1 \prod_{i=2}^{n} f(u_{[i]}),
\]

and, hence, it is a copula of type (2).

From a statistical point of view, the study of concordance in a family of multivariate distributions has also a great interest: this is the topic of the following result. We recall that, given two \( n \)-copulas \( C_1 \) and \( C_2 \), \( C_1 \) is said to be more concordant than \( C_2 \) (written \( C_1 \succ C_2 \)) if both \( C_1 \geq C_2 \) and \( \overline{C_1} \geq \overline{C_2} \) hold, where, if \( U \) is a random vector with joint d.f. given by the \( n \)-copula \( C \), then \( \overline{C} \) is the survival function associated with \( C \) defined by \( \overline{C}(u) = P(U > u) \). For more details see [8, 12].

**Theorem 2.** Let \( f \) and \( g \) be two generators and let \( C_f \) and \( C_g \) be two \( n \)-copulas of type (2) defined by

\[
C_f(u) = u[1] \prod_{i=2}^{n} f(u_{[i]}) \quad \text{and} \quad C_g(u) = u[1] \prod_{i=2}^{n} g(u_{[i]}),
\]

respectively, for every \( u = (u_1, u_2, \ldots, u_n) \in \mathbb{R}^n \). Then, we have that \( C_f \prec C_g \) if, and only if, both the following conditions are satisfied:

(i) \[
\prod_{i=2}^{n} f(u_{[i]}) \leq \prod_{i=2}^{n} g(u_{[i]}) \quad \text{for all} \quad u \in \mathbb{R}^n,
\]

(ii) \[
\sum_{i=2}^{n} \left( f(u_{[i]}) - g(u_{[i]}) \right) + (1 - u_{[1]})
\]

\[
\cdot \left( \prod_{i=2}^{n} (1 - f(u_{[i]})) - \prod_{i=2}^{n} (1 - g(u_{[i]})) \right) \leq 0.
\]

In particular, for \( n = 2 \), we have that \( C_f \prec C_g \) if, and only if, \( f \leq g \).

Another way to summarize the information about the concordance for copulas is represented by the so-called multivariate measures of concordance ([16]), which are non-parametric measures of multivariate association for a continuous random vector with associated \( n \)-copula \( C \). The most common measure is Kendall’s tau (see [10, 11]), which is given by

\[
\tau_n(C) = \frac{1}{2^{n^2} - 1} \int_{\mathbb{R}^n} C(u) \, dC(u) - 1.
\]

For a copula of type (2), it has the following expression.

**Theorem 3.** Let \( C_f \) be the \( n \)-copula given by (2) via Theorem 1. Then, Kendall’s tau associated with \( C_f \) is given by:

\[
\tau_n(C_f) = \frac{1}{2^{n^2} - 1} \left( 2^{n-1} - \frac{2^n}{\alpha} \sum_{k=2}^{n} \frac{k}{\alpha} \int_{\mathbb{R}^n} (1 - f^2(t))^{k-1} \, dt - 1 \right).
\]

**Example 4.** Consider the copula \( C_\alpha \) of Example 3. The value of Kendall’s tau for \( C_\alpha \) is given by:

\[
\tau_n(C_\alpha) = \frac{1}{2^{n^2} - 1} \left( 2^{n-1} - \frac{2^n}{\alpha} \sum_{k=2}^{n} \frac{k}{\alpha} \int_{\mathbb{R}^n} (1 - f^2(t))^{k-1} \, dt - 1 \right).
\]

4 A new family of \( n \)-quasi–copulas

The notion of quasi–copula was introduced by Alsina, Nelsen and Schweizer [1] in order to show that a certain class of operations on univariate distribution functions is not derivable from corresponding operations on random variables defined on the same probability space (see also [13] for the multivariate case). Cuculescu and Theodorescu [3] characterized an \( n \)-dimensional quasi–copula (or \( n \)-quasi–copula) as a function \( Q \) from \( \mathbb{R}^n \) onto \( \mathbb{R} \), which satisfies (C1), and, in place of (C2), both the weaker conditions:

- (Q1) \( Q \) is non-decreasing in each variable;
- (Q2) \( Q \) satisfies the Lipschitz condition,

\[
|Q(u) - Q(v)| \leq \sum_{i=1}^{n} |u_i - v_i|
\]

for all \( u, v \in \mathbb{R}^n \).

While every \( n \)-copula is an \( n \)-quasi–copula, there exist proper \( n \)-quasi–copulas, i.e., \( n \)-quasi–copulas which are not \( n \)-copulas. For example,

\[
W_n(u) = \max \left\{ 0, \sum_{i=1}^{n} u_i - n + 1 \right\}
\]

is an \( n \)-copula if, and only if, \( n = 2 \), and a proper \( n \)-quasi–copula for all \( n \geq 3 \). Recently, \( n \)-quasi–copulas have been used to express the pointwise best-possible bounds on nonempty sets of distribution functions, \( n \)-copulas or \( n \)-quasi–copulas (see [14]). Here we present the characterization of quasi–copulas of type (2).
Theorem 4. Let $f : \mathbb{I} \to \mathbb{I}$ be a continuous function, and let $C_f$ be the function defined by (2). Then, $C_f$ is an $n$-quasi–copula if, and only if, the following statements are satisfied:

(i) $f(1) = 1$;
(ii) $f$ is increasing;
(iii) $u_1(f(u_2) - f(u_1)) \leq u_2 - u_1$ for every $u_1, u_2 \in \mathbb{I}$, with $u_1 < u_2$.

Proof. If $C_f$ is an $n$-quasi–copula, then it is easy to check that (i) and (ii) hold.

To prove (iii), consider $u_1, v_1 \in \mathbb{I}$ with $u_1 < v_1$. From (Q2) we have that

$$C_f(v_1, u_1, 1, \ldots, 1) - C_f(u_1, u_1, 1, \ldots, 1) \leq v_1 - u_1,$$

that is $u_1(f(v_1) - f(u_1)) \leq v_1 - u_1$, and we obtain (iii).

Conversely, given a continuous $f : \mathbb{I} \to \mathbb{I}$ satisfying (i), (ii) and (iii), let $C_f$ be the function defined by (2). Then it is easily proved that $C_f$ satisfies (C1) and (Q1). In order to prove that $C_f$ satisfies (Q2), let $u_1, v_1, \ldots, v_n$ be $(n + 1)$ points in $\mathbb{I}$ such that $u_1 < v_1$. Notice that, because $C_f$ is symmetric, it is enough to show that

$$\lambda = C_f(v_1, v_2, \ldots, v_n) - C_f(u_1, v_2, \ldots, v_n) \leq v_1 - u_1. \quad (4)$$

Three cases will be considered.

1. If $v_1 = v_1$, we obtain that

$$\lambda = (v_1 - u_1) \prod_{i=2}^{n} f(v_i),$$

and therefore (4) holds.

2. If $v_1 = v_j \leq u_1$ for some $j \in \{2, 3, \ldots, n\}$, then we have that

$$\lambda = v_j(f(v_1) - f(u_1)) \prod_{\substack{i=2 \atop i \neq j}}^{n} f(v_i),$$

and (4) follows from (iii) and the fact that $f(t) \leq 1$ for all $t \in \mathbb{I}$.

3. Finally, if $u_1 < v_1 = v_j < v_1$ for some $j$ belongs to $\{2, 3, \ldots, n\}$, then

$$\lambda = [C_f(v_j, v_2, \ldots, v_n) - C_f(u_1, v_2, \ldots, v_n)] + [C_f(v_1, v_2, \ldots, v_n) - C_f(v_1, v_2, \ldots, v_n)].$$

Inequality (4) is, hence, a consequence of the preceding two cases.

Hence, the proof is completed.

Corollary 1. Let $f : \mathbb{I} \to \mathbb{I}$ be a differentiable function, and let $C_f$ be the function defined by (2). Then, $C_f$ is an $n$-quasi–copula if, and only if, the following statements are satisfied:

(i) $f(1) = 1$;
(ii) $f$ is increasing;
(iii) $uf''(u) \leq 1$ for every $u \in \mathbb{I}$.

We now provide an example of a proper $n$-quasi–copula of type (2).

Example 5. Consider the function $f(u) = u + u^2 - u^3$ for every $u \in \mathbb{I}$, and let $C_f$ be the function defined by (2). Then, it is easy to check that $f(1) = 1$, $f$ is increasing on $[0, 1]$, but $C_f$ is not an $n$-copula since the function $f(u)/u$ is increasing on $[0, 1/2]$. However, it is easy to see that $uf''(u) = (2u + 3u^2 - 3u^3)$ satisfies part (iii) in Corollary 1, and thus, $C_f$ is a proper $n$-quasi–copula.

5 Concluding remarks

We have introduced a new family of multivariate copulas depending on a univariate function. Now, we will show how to construct many other copulas starting from our method and a result from [9].

Consider a continuous and increasing bijection $\phi : \mathbb{I} \to \mathbb{I}$, and suppose that $\phi^{-1}$ is absolutely monotonic of order $n$ on $\mathbb{I}$, viz. $\phi^{-1}$ admits derivatives up to order $n$ on $\mathbb{I}$ and, for $i = 1, 2, \ldots, n$,

$$\frac{d^i(\phi^{-1})(t)}{dt^i} \geq 0.$$

From [9, Theorem 4.7], for every $n$–copula $C$, we have that the mapping $C_\phi : \mathbb{I}^n \to \mathbb{I}$ defined by

$$C_\phi(u_1, \ldots, u_n) = \phi^{-1}(C(\phi(u_1), \ldots, \phi(u_n))) \quad (5)$$

is also an $n$–copula.

In particular, if $C = C_f$ is a copula of type (2) generated by $f$, then the function $C_{f, \phi}$ defined by

$$C_{f, \phi}(u_1, u_2, \ldots, u_n) = \phi^{-1} \left[ \phi(u_1) \prod_{i=2}^{n} f(\phi(u_i)) \right]$$

is also an $n$–copula.

For $g_1 = - \ln \phi$ and $g_2 = - \ln(f \circ \phi)$, equation (5) can be written into the form

$$C_{g_1, g_2}(u_1, u_2, \ldots, u_n) = g_1^{-1} \left[ g_1(u_1) + \sum_{i=2}^{n} g_2(u_i) \right].$$


The reader will recognize that the last expression is a direct generalization of the Archimedean family of multivariate copulas [12].

Acknowledgement

The second and third authors acknowledge the support by the Ministerio de Educación y Ciencia (Spain) and FEDER, under research project MTM2006-12218.

References


Semigroups of semicopulas and evolution of dependence at increase of age

Rachele Foschi  
Department of Mathematics  
University "La Sapienza", Rome  
foschi@mat.uniroma1.it

Fabio Spizzichino  
Department of Mathematics  
University "La Sapienza", Rome  
fabio.spizzichino@uniroma1.it

Abstract

We consider a pair of exchangeable lifetimes $X, Y$ and the families of the conditional survival functions $F_t(x, y)$ of $(X-t, Y-t)$ given $(X > t, Y > t)$. We analyze some properties of dependence and of ageing for $F_t(x, y)$ and some relations among them.

Keywords: copulas, semicopulas, evolution of dependence under truncation, level curves of survival functions

1 Introduction

Let $X, Y$ be exchangeable non-negative random variables and denote by $F(x, y), G(x), C(u, v)$ the corresponding joint survival function, marginal univariate survival function and survival copula respectively; namely

\begin{align}
F(x, y) &= P(X > x, Y > y) \\
G(x) &= F(x, 0) = P(X > x) \\
C(u, v) &= F(G^{-1}(u), G^{-1}(v)).
\end{align}

We assume that $F(x, y)$ is a continuous survival function which is strictly decreasing on $\mathbb{R}_+$ in each variable. This in particular implies that $G(x)$ is a continuous, strictly decreasing survival function; we also assume $G(0) = 1$.

Let us consider the function $B : [0, 1] \times [0, 1] \rightarrow [0, 1]$ defined by

\begin{equation}
B(u, v) = \exp\{-G^{-1}(F(-\log u, -\log v))\}. \tag{3}
\end{equation}

It is immediate to see that $B$ satisfies boundary conditions for a copula, is increasing in each variable and continuous, but it does not satisfy, generally, the rectangular inequality. For this reason we say that $B$ is generally a semicopula ([2, 5]). However, it turns out to be a copula in several cases of interest.

The function $B$ can be used to describe certain “bivariate ageing” properties of the pair $(X, Y)$ and has been called “bivariate aging function”.

By imposing appropriate dependence conditions on $B$, it is possible to characterize some conditions of bivariate ageing for $X, Y$: this can be used to analyze some relations existing among univariate ageing, bivariate ageing, and stochastic dependence (see [2]).

From a more technical point of view, relevant features of $B$ are that it describes the family of the level curves of $F$ and it permits to give a representation of $F$ in terms of the pair $(G, B)$, see Eq. (5) below.

An item of general interest is the conditional survival function:

\begin{equation}
F_t(x, y) = P(X > t + x, Y > t + y | X > t, Y > t), \tag{4}
\end{equation}

for $t > 0$. In fact the study of the evolution in time of the survival functions $F_t(x, y)$ can be interesting in several fields (see e.g. [1, 3, 4, 11]).

As a natural consequence of the introduction of the family $\{F_t\}_{t \geq 0}$, it is of interest to study the evolution of the families denoted by $\{B_t\}_{t \geq 0}, \{\hat{C}_t\}_{t \geq 0}$, with obvious use of the notation (see also Section 2).

In this paper we aim to point out both analogies and structural differences between $\{B_t\}_{t \geq 0}$ and $\{\hat{C}_t\}_{t \geq 0}$. In this frame we obtain some further results along the lines indicated in [1, 2]. In particular we give some examples of how information about $\{\hat{C}_t\}_{t \geq 0}$ can be derived from the analysis of $\{B_t\}_{t \geq 0}$ and vice-versa.

Section 2 is devoted to recall some basic facts and notation from [1, 2] and to point out some further basic properties of $\{B_t\}_{t \geq 0}, \{\hat{C}_t\}_{t \geq 0}$. Specific results related with evolution of dependence and bivariate ageing will be presented in Section 3.
2 Some basic facts

First we briefly recall some of the arguments contained in [1, 2]. As immediate consequences of (2) and (3) respectively, we obtain

\[
\begin{align*}
\mathcal{F}(x, y) &= C\{G^{-1}(x), G^{-1}(y)\}, \\
\mathcal{F}(x, y) &= G\{-\log B(e^{-x} e^{-y})\}.
\end{align*}
\]

Furthermore we can easily obtain, still as a consequence of Eqs. (2) and (3), the following relations between \(B\) and \(\hat{C}\):

\[
B(u, v) = \exp\left[-G^{-1}\{\hat{C}(\log u, \log v)\}\right].
\]

**Remark 1.** Notice that, if \(G^{-1}(\log u) = u\), then \(B = \hat{C}\) and \(B\) is thus certainly a copula. More generally, we also observe that, if \(G^{-1}(\log u)\) is concave, then \(B\) is a copula. This fact follows by the general method of transforming copulas by means of

\[
C_{\phi}(u, v) = \phi^{-1}(C(\phi(u), \phi(v))),
\]

with \(\phi : [0, 1] \rightarrow [0, 1]\), \(\phi\) bijective and concave (see e.g. [6, 8, 9, 10]).

Let us consider now the joint law of the residual lifetimes \((X - t, Y - t)\), conditional on the observation of the survival data \(\{X > t, Y > t\}\). For \(t > 0\) we put

\[
\mathcal{F}_t(x, y) = P(X > t + x, Y > t + y | X > t, Y > t),
\]

\[
\mathcal{G}_t(x) = P(X > t + x | X > t, Y > t),
\]

so that we can write

\[
\begin{align*}
\mathcal{F}_t(x, y) &= \frac{\mathcal{F}(x + t, y + t)}{\mathcal{F}(t, t)}, \\
\mathcal{G}_t(x) &= \frac{\mathcal{F}(x + t, t)}{\mathcal{F}(t, t)}.
\end{align*}
\]

We are interested in studying the survival copula and the ageing function of \(\mathcal{F}_t\). For this reason we need that \(\mathcal{G}_t(x)\) is continuous and strictly decreasing in \(\mathbb{R}_+\) in each variable. This is guaranteed in view of the assumption that \(\mathcal{F}(x, y)\) is a continuous and strictly decreasing on \(\mathbb{R}_+\). This assumption is also equivalent to \(\hat{C}(u, v)\), \(B(u, v)\) being strictly increasing in \(u\), \(\forall 0 < v \leq 1\).

For \(0 \leq u \leq 1\), \(0 \leq v \leq 1\), we then put

\[
\begin{align*}
\hat{C}_t(u, v) &= \mathcal{F}_t\{G^{-1}_t(u), G^{-1}_t(v)\}, \\
B_t(u, v) &= \exp[-\mathcal{G}^{-1}_t\{\mathcal{F}_t(-\log u, -\log v)\}].
\end{align*}
\]

**Remark 2.** For \(t = 0\), \(B_t\) coincides with \(B\) as given in formula (3).

In view of (8) and (9), the relation between \(\hat{C}_t\) and \(\hat{C}\) has an explicit form given by

\[
\hat{C}_t(u, v) = \frac{\hat{C}\{G^{-1}_t(u + t), G^{-1}_t(v + t)\}}{C(G(t), G(t))}.
\]

We notice that the function \(\hat{C}_t\) in (12) is actually a copula for any \(t > 0\).

**Remark 3.** Notice that Eq. (12) contains the term \(\mathcal{G}\). However, by adopting a different parametrization for \(\hat{C}_t\), we realize that the family \(\{\hat{C}_t\}_{t \geq 0}\) only depends on \(\hat{C}\). In fact, by letting \(\hat{C}(z) := \hat{C}_{\mathcal{G}^{-1}(z)}\) we can write

\[
\hat{C}(z)(u, v) = \hat{C}\left(R(z, u\hat{C}(z), z), R(z, v\hat{C}(z), z)\right),
\]

where \(R(z, u) := \sup\{w | \hat{C}(u, z) \leq w\}\) is the residuum of the copula \(\hat{C}\) (see e.g. [7]).

The structure of the relation between \(B_t\) and \(B\) is radically different from the one binding \(\hat{C}_t\) and \(\hat{C}\). In fact it can only be given in an implicit form, as follows by Lemma 12 of [1]: \(B_t(u, v)\) is such that

\[
B\left(ue^{-t}, ve^{-t}\right) = B\left(B_t(u, v)e^{-t}, e^{-t}\right),
\]

actually \(B_t(u, v)\) is the unique solution \(\sigma\) of the equation

\[
B\left(ue^{-t}, ve^{-t}\right) = B\left(\sigma e^{-t}, e^{-t}\right).
\]

Eq. (14) will have in the following a basic role in proving some properties of \(\{B_t\}_{t \geq 0}\).

**Remark 4.** For any \(t > 0\), \(B_t\) only depends on \(B\).

Other similarities between \(\{B_t\}_{t \geq 0}\) and \(\{\hat{C}_t\}_{t \geq 0}\) are shown by the following propositions, that will be used in Section 3.

**Proposition 1.** \(\{B_t\}_{t \geq 0}\) is a semigroup, i.e.

\[
(B_s)_r = (B_t)_{s+t}, \quad \forall t, s \geq 0.
\]

**Proposition 2.** \(\{\hat{C}_t\}_{t \geq 0}\) is a semigroup.

Proposition 1 and Proposition 2 can be proved independently one of another. However, e.g., Proposition 1 can be immediately obtained from Proposition 2 in view of the formula 6 applied to \(B_t\) and \(\hat{C}_t\). For this reason we proceed with the proof of Proposition 2.

**Proof.** For fixed \(r > 0\) we consider the survival model with joint survival function \(\mathcal{F}_r\) and marginal \(\mathcal{G}_r\).
We now notice the semigroup property of the families \( \{ F_t \}_{t \geq 0} \) and \( \{ G_t \}_{t \geq 0} \). We can associate to the new model the families \( \{ F_t \}_{s \geq 0} \) and \( \{ G_t \}_{s \geq 0} \), such that, for any \( t, s \geq 0 \),

\[
(F_t)_s = F_{t+s} \quad \text{and} \quad (G_t)_s = G_{t+s}.
\]

By definition, the survival copula of the model \( F_t \) is

\[ \hat{C}^{(r)}(u, v) \equiv F_t(G_t^{-1}(u), G_t^{-1}(v)) = \hat{C}_t(u, v). \]

We have to prove that

\[
(\hat{C}^{(r)})_s = \hat{C}_{t+s} \quad \forall r, s \geq 0.
\]

By applying (12) to \((\hat{C}^{(r)})_s\), we obtain

\[
(\hat{C}^{(r)})_s(u, v) = \frac{\hat{C}(G_t(G_{t+s}(u) + s), G_t(G_{t+s}(v) + s))}{\hat{C}(G_t(s), G_t(s))}.
\]

By applying again (12) to \(\hat{C}^{(r)}\) in Eq. (15),

\[
(\hat{C}^{(r)})_s(u, v) = \frac{\hat{C}(G_t(G_{t+s}(u) + s + r), G_t(G_{t+s}(v) + s + r))}{\hat{C}(G_t(s + r), G_t(s + r))}.
\]

The thesis follows by pointing out that the right hand side of the last equation effectively coincides with \( \hat{C}_{t+s}(u, v) \).

**Remark 5.** \( \hat{C} \) is strictly increasing (in each variable) if and only if \( \hat{C}_t \) is strictly increasing.

\( \hat{C} \) is strictly increasing if and only if \( B \) is strictly increasing.

Hence \( B \) is strictly increasing if and only if \( B_t \) is strictly increasing.

One purpose of ours is to analyze increase or decrease of dependence between residual lifetimes. In this respect, we recall the following definitions.

**Definition 1.** Let \( S_1, S_2 \) be two semicopulas. We write

\[ S_1 \preceq S_2 \]

iff \( S_1(u, v) \leq S_2(u, v) \quad \forall u, v \in [0, 1] \).

**Definition 2.** \( (X_2, Y_2) \) is said more concordant than \( (X_1, Y_1) \) iff

\[ \hat{C}_1 \preceq \hat{C}_2. \]

Considering \( X_2 = X_1 - t \) and \( Y_2 = Y_1 - t \), monotonicity of the mapping \( t \mapsto \hat{C}_t \) has the following meaning: if \( t \mapsto \hat{C}_t \) is increasing in \( t \), the residual lifetimes will be more and more dependent as age increases; on the contrary, if it is decreasing, the residual lifetimes will be less and less dependent.

We are then interested in describing analytical conditions for such monotonicity properties. In our parallel study of \( \{ \hat{C}_t \}_{t \geq 0} \) and \( \{ B_t \}_{t \geq 0} \), we are also interested in analytical conditions for monotonicity properties of the mapping \( t \mapsto B_t \).

We denote, as usual, the common scalar product by \( \cdot \), and the gradient operator by \( \nabla \), i.e. \( \nabla \equiv (\frac{\partial}{\partial z}, \frac{\partial}{\partial v}) \). Furthermore, since we are dealing with exchangeable variables and hence with symmetric survival and age functions and survival copulas,

\[ \nabla \hat{C}(z, z) \cdot (1, 1) = 2 \frac{\partial}{\partial z} \hat{C}(z, z), \]

where \( \frac{\partial}{\partial z} \) denote the derivative in one of the variables.

As we can expect in view of Remark 3, the monotonicity properties of \( t \mapsto \hat{C}_t \) can be characterized in terms of \( \hat{C} \) and its residuum. We have in fact

**Proposition 3.** The mapping \( t \mapsto \hat{C}_t \) is increasing iff

\[
2 \frac{\partial}{\partial z} \left[ \hat{C}(u, v) - \nabla \hat{C}(u, v) \cdot \left( \frac{\partial R}{\partial w}(1, u), \frac{\partial R}{\partial w}(1, v) \right) \right] \\
\geq \nabla \hat{C}(u, v) \cdot \left( \frac{\partial R}{\partial z}(1, u), \frac{\partial R}{\partial z}(1, v) \right). \tag{17}
\]

**Proof.** In view of the semigroup property of \( \{ \hat{C}_t \}_{t \geq 0} \), it is sufficient to study the sign of the derivative of \( \hat{C}_t \) w.r.t. \( t \) for \( t = 0 \). Since the change of parameter given by \( z = \hat{C}(t) \) (see Remark 3) is strictly decreasing, instead of differentiating Eq. (12) w.r.t. \( t \), we can differentiate the simpler Eq. (13) w.r.t. \( z \). Thus we need to check that

\[ \frac{\partial}{\partial z} \hat{C}_t(u, v) \bigg|_{z=1} \leq 0. \]

To this purpose, we now compute the partial derivative \( \frac{\partial}{\partial z} \hat{C}_t(u, v) \).

\[ \frac{\partial}{\partial z} \hat{C}_t(u, v) = \]

\[ \frac{1}{\hat{C}(z, z)^2} \left\{ \hat{C}(z, z) \nabla \hat{C}(R(z, u\hat{C}(z, z)), R(z, v\hat{C}(z, z))) \cdot \left( \frac{dR}{dz}(z, u\hat{C}(z, z)), \frac{dR}{dz}(z, v\hat{C}(z, z)) \right) \right\} \]

\[ - \hat{C} \left( R(z, u\hat{C}(z, z)), R(z, v\hat{C}(z, z)) \right) \nabla \hat{C}(z, z) \cdot (1, 1) \],

where
\[ \frac{dR}{dz}(z, u\hat{C}(z, z)) = \frac{\partial R}{\partial z}(z, u\hat{C}(z, z)) + u \frac{\partial R}{\partial w}(z, u\hat{C}(z, z)) \left[ \nabla \hat{C}(z, z) \cdot (1, 1) \right]. \]

Since \([\hat{C}(z, z)]^2\) is positive for any \(z > 0\),
\[ \frac{\partial}{\partial z} \hat{C}(z, z)(u, v) \leq 0 \]
iff
\[ \hat{C}(z, z)\nabla \hat{C}(R(z, u\hat{C}(z, z)), R(z, v\hat{C}(z, z))). \]
\[ \frac{\partial R}{\partial z}(z, v\hat{C}(z, z)) + 2v \frac{\partial R}{\partial w}(z, v\hat{C}(z, z)) \frac{\partial \hat{C}}{\partial \xi}(z, z), \]
\[ -2\hat{C} \left( R(z, u\hat{C}(z, z)), R(z, v\hat{C}(z, z)) \right) \frac{\partial}{\partial \xi} \hat{C}(z, z) \leq 0. \]

(18)

By putting \(z = G(0) = 1\) in Eq. (18) and recalling that \(\hat{C}(1, 1) = 1\) by definition of copula and \(R(1, w) = w\), we obtain
\[ \nabla \hat{C}(u, v) \cdot \left( \frac{\partial R}{\partial z}(1, u) + 2u \frac{\partial R}{\partial w}(1, u) \frac{\partial \hat{C}}{\partial \xi}(1, 1), \right) \]
\[ \frac{\partial R}{\partial z}(1, v) + 2v \frac{\partial R}{\partial w}(1, v) \frac{\partial \hat{C}}{\partial \xi}(1, 1) \right) - 2\hat{C}(u, v) \frac{\partial \hat{C}}{\partial \xi}(1, 1) \leq 0. \]

Remark 6. Since \(\hat{C}(z, z)\) is increasing in \(z\), a sufficient condition for \(z \mapsto \hat{C}(z)\) being decreasing is that the numerator is decreasing in \(z\), i.e.
\[ \nabla \hat{C}(u, v) \cdot \left( \frac{\partial R}{\partial z}(1, u) + 2u \frac{\partial R}{\partial w}(1, u) \frac{\partial \hat{C}}{\partial \xi}(1, 1), \right) \]
\[ \frac{\partial R}{\partial z}(1, v) + 2v \frac{\partial R}{\partial w}(1, v) \frac{\partial \hat{C}}{\partial \xi}(1, 1) \right) \leq 0. \]

Concerning the family \(\{B_t\}_{t \geq 0}\), we have instead

**Proposition 4.** \(t \mapsto B_t\) is increasing if
\[ (u, v) \cdot \nabla B(u, v) \leq (B(u, v), 1) \cdot \nabla B(B(u, v), 1) \quad (19) \]

The proof is omitted.

Remark 7. Let \((X_1, Y_1)\) and \((X_2, Y_2)\) be two exchangeable random vectors, having ageing functions \(B_1\) and \(B_2\) respectively. If \(\overline{C}_1 \geq \overline{C}_2\), \(B_1 \leq B_2\) implies that \(\overline{F}_1 \leq \overline{F}_2\).

By applying this result to the family \(\{B_t\}_{t \geq 0}\), we can conclude that \(t \mapsto B_t\) increasing and \(t \mapsto \overline{C}_t\) decreasing implies \(t \mapsto \overline{C}_t\) increasing.

**Remark 8.** The semigroup property has interesting consequences in the analysis of \(\{B_t\}_{t \geq 0}\) and \(\{C_t\}_{t \geq 0}\).

Consider two different families of semicopulas \(C\) and \(\hat{C}\) such that \(S \in C \Rightarrow S \in \hat{C}'\), i.e. \(C \subseteq \hat{C}'\).

Suppose furthermore that \(\hat{C} \in \hat{C}'\) is equivalent to \(\hat{C}_t \in \hat{C}'\) \forall \(t > 0\).

Then we can conclude that the condition \(\hat{C}_t \in \hat{C}'\) \forall \(t > 0\) is equivalent to the apparently weaker condition \(\hat{C}_1 \in \hat{C}'\) \forall \(t > 0\). In fact, for given \(r > 0\), we have
\[ \hat{C} \in \hat{C} \Rightarrow \hat{C}_t \in \hat{C}' \forall t > 0 \Rightarrow \hat{C}_t \in \hat{C}' \forall t > r + s \]
\[ \Rightarrow (\hat{C}_t)_s \in \hat{C}' \forall s > 0 \Rightarrow \hat{C}_r \in \hat{C}. \]

This Remark has substantially been used along the proof of Proposition 3 and can be similarly applied in proving Proposition 4. The same general fact can also turn out to be useful in the arguments of the next section.

3 Some properties of ageing and dependence and their relation

We start this Section by analyzing some relations between dependence and ageing properties along the same line of [2]. For the purpose of a better understanding of both analogies and differences between the functions \(\hat{C}\) and \(B\), we introduce in the analysis here the notion of \(TP_2\).

We recall that a function \(K : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}\) is said to be \(TP_2\) (Totally Positive of order 2) if, for \(x' \leq x''\), \(y' \leq y''\), it is
\[ K(x'', y'')K(x', y') \geq K(x', y'')K(x'', y') \]
(see e.g. [10] and references therein). Analogously a function \(K : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}\) is said to be \(RR_2\) if, for \(x' \leq x''\), \(y' \leq y''\), it is
\[ K(x'', y'')K(x', y') \leq K(x', y'')K(x'', y'). \]

The following Proposition is analogous to some consequences of Propositions 5.2, 5.3, 5.4 of [2]. We however deal here with the concept of \(TP_2\), that was not considered there; our proof is direct and independent of the results of [2].

**Proposition 5.**

1. \(\hat{C} \in TP_2\) \(\overline{C} \in IFR \Rightarrow B \in TP_2\).
2. \(B \in TP_2\) \(\hat{C} \in RR_2 \Rightarrow \overline{C} \in IFR\).
3. \(B \in TP_2\) \(\overline{C} \in DFR \Rightarrow \hat{C} \in TP_2\).

**Proof.** For simplicity sake let
\[ x = -\log u, \ x' = -\log u', \ y = -\log v, \ y' = -\log v' \]
and
\[
\begin{align*}
\alpha_{11} &= \hat{C}(\overline{G}(x'), \overline{G}(y')), \quad \alpha_{12} = \hat{C}(\overline{G}(x'), \overline{G}(y)), \\
\alpha_{21} &= \hat{C}(\overline{G}(x), \overline{G}(y')), \quad \alpha_{22} = \hat{C}(\overline{G}(x), \overline{G}(y)),
\end{align*}
\]
where \(x' < x\) and \(y' < y\). Thus we have
\[
\alpha_{22} < \alpha_{12}, \quad \alpha_{21} < \alpha_{11}
\]
and
\[
- \log \alpha_{22} > - \log \alpha_{12}, \quad - \log \alpha_{21} > - \log \alpha_{11}.
\]

1. In view of the adopted notation, the assumption \(\hat{C} TP_2\) becomes
\[
\alpha_{11} \alpha_{22} \geq \alpha_{12} \alpha_{21}
\]
or, equivalently,
\[
\log \alpha_{11} - \log \alpha_{12} \geq \log \alpha_{21} - \log \alpha_{22}.
\]
Furthermore, since \(\overline{G}\) is IFR,
\[
R^{-1}(x) = \overline{G}^{-1}(e^{-x})
\]
is concave and increasing in \(x\).
Thus, applying \(R^{-1}(\cdot)\) to \(- \log \alpha_{ij}, \ i, j = 1, 2\), we obtain
\[
R^{-1}(- \log \alpha_{12}) - R^{-1}(- \log \alpha_{11}) \geq \geq R^{-1}(- \log \alpha_{22}) - R^{-1}(- \log \alpha_{21})
\]
and hence
\[
\overline{G}^{-1}(\alpha_{11}) + \overline{G}^{-1}(\alpha_{22}) \leq \overline{G}^{-1}(\alpha_{12}) + \overline{G}^{-1}(\alpha_{21}).
\]
(20)
This is equivalent to \(B TP_2\), in fact we can rewrite (20) as
\[
- \overline{G}^{-1}(\alpha_{11}) - \overline{G}^{-1}(\alpha_{22}) \geq - \overline{G}^{-1}(\alpha_{12}) - \overline{G}^{-1}(\alpha_{21}).
\]

By applying the exponential to both the members, we obtain
\[
e^{-\overline{G}^{-1}(\alpha_{11})} e^{-\overline{G}^{-1}(\alpha_{22})} \geq e^{-\overline{G}^{-1}(\alpha_{12})} e^{-\overline{G}^{-1}(\alpha_{21})},
\]
that is
\[
B(u, v) B(u', v') \geq B(u, v') B(u', v).
\]

2. By the assumption \(\hat{C} RR_2\)
\[
\alpha_{11} \alpha_{22} \leq \alpha_{12} \alpha_{21}.
\]

Thus, by putting
\[
u_{ij} := - \log \alpha_{ij}, \ i, j = 1, 2,
\]
(21)
\[
u_{22} - \nu_{21} \geq \nu_{12} - \nu_{11},
\]
with \(u_{22} > \nu_{21}, \ u_{12} > \nu_{11}\). Furthermore, since
\[
The assumption \(B\) is \(TP_2\), Eq. (20) holds, or, equivalently,
\[
R^{-1}(u_{12}) - R^{-1}(u_{11}) \geq R^{-1}(u_{22}) - R^{-1}(u_{21}).
\]
By (21) and since \(R^{-1}(x)\) is increasing in \(x\), this last inequality holds only if \(R^{-1}(x)\) is concave in \(x\), that is \(\overline{G}\) is IFR.

3. We have to prove now that
\[
\alpha_{11} \alpha_{22} \geq \alpha_{12} \alpha_{21},
\]
that is equivalent to
\[
u_{22} - \nu_{21} \leq \nu_{12} - \nu_{11}.
\]
Since \(\overline{G}\) is DFR, \(R^{-1}(x)\) is increasing and convex in \(x\). Thus, if \(\nu_{22} - \nu_{21} > \nu_{12} - \nu_{11}\), we should have
\[
R^{-1}(u_{12}) - R^{-1}(u_{11}) < R^{-1}(u_{22}) - R^{-1}(u_{21}),
\]
that contradicts Eq. (22) and therefore the hypothesis that \(B\) is \(TP_2\).

\[
\square
\]

From now on we expand on ideas contained in [1]. For different families \(C\) of semicopulas, we analyze and compare conditions, on a survival model \(\overline{F}\), of the type
\[
\hat{C}_t \in C, \forall t \geq 0,
\]
\[
B_t \in C, \forall t \geq 0.
\]
More precisely, the families that will be considered are the following:
the families of PQD and NQD exchangeable semicopulas; we recall that a semicopula \(S\) is PQD or NQD if it is \(S(u, v) \geq u \cdot v\) or \(S(u, v) \leq u \cdot v\), respectively;
the families of LTD and LTI exchangeable semicopulas; we recall that a semicopula \(S\) is LTD or LTI if \(\frac{S(u, v)}{uv}\) is non-increasing or non-decreasing in \(u\), respectively;
the families of exchangeable semicopulas \(P_{s}^{\pm}(3)\) \((P_{s}^{\pm}(3))\), that were considered in [1] and [2], defined by the inequality
\[
S(us, v) \geq S(s, uv) (S(us, v) \leq S(s, uv)),
\]
\(0 \leq v \leq u \leq 1\);
the families of \(TP_2\) and \(RR_2\) exchangeable semicopulas, that were already mentioned.
Fix now a family $\mathcal{C}$ among those listed just above. We notice that, in view of Remark 3, $\hat{C}_t \in \mathcal{C}, \forall t \geq 0$ is just a condition on $\hat{C}$; since we interpret $\hat{C} \in C$ as a condition of dependence, we can also interpret $\hat{C}_t \in \mathcal{C}, \forall t \geq 0$ as a condition of dependence, that is typically stronger than $\hat{C} \in \mathcal{C}$.

Similarly, in the spirit of [2] and in view of Remark 4, we can interpret $B_t \in \mathcal{C}, \forall t \geq 0$ as a condition of bivariate ageing.

In this way we can say that we are introducing here some potentially new notions of dependence and of bivariate ageing and want to analyze the relations existing among them. In this respect we develop and extend the approach in [1] by means of a few new remarks and results.

Let us start by considering the notion of PQD.

**Proposition 6.** The condition $\hat{C}_t \mathrm{PQD}, \forall t \geq 0$, is equivalent to

\[
\hat{C}(u, u)\hat{C}(u'', v'') \geq \hat{C}(u, v'')\hat{C}(u, u''), \quad (23)
\]

$\forall 0 \leq u \leq u'' \leq 1, 0 \leq u \leq v'' \leq 1$.

**Proof.** It is well known (and immediate to check) that the survival copula of a bivariate survival function $\mathcal{M}$ is PQD if and only if it is

\[
\mathcal{M}(x, y) \geq \mathcal{C}(x, y) \cdot \mathcal{C}(y, y).
\]

By taking $\mathcal{M} = \mathcal{F}$ we then see, in view of (4), that $\hat{C}_t \mathrm{PQD}, \forall t \geq 0$, means

\[
\frac{\mathcal{F}(t + x, t + y)}{\mathcal{F}(t, t)} \geq \frac{\mathcal{F}(t + x', t + y)}{\mathcal{F}(t, t)}, \quad \forall 0 \leq t, x, y,
\]

that can also be written in the form

\[
\hat{C}(\mathcal{G}(t), \mathcal{G}(t)) \hat{C}(\mathcal{G}(t + x), \mathcal{G}(t + y)) \geq \hat{C}(\mathcal{G}(t + x'), \mathcal{G}(t')) \hat{C}(\mathcal{G}(t), \mathcal{G}(t + y)).
\]

By the arbitrariness in the choice of $t, x, y \geq 0$, the proof can be completed by letting

\[
u = \mathcal{G}(t), u'' = \mathcal{G}(t + x), v'' = \mathcal{G}(t + y).
\]

We notice that the condition in (23) is weaker than $\hat{C}$ TP$_2$ and strictly implies $\hat{C}$ PQD.

As to the family of LTD semicopulas we can state

**Proposition 7.** The condition $\hat{C}_t \mathrm{LTD}, \forall t \geq 0$, is equivalent to $\hat{C}$ being TP$_2$.

**Proof.** It is also well known (and, again, immediate to check) that the survival copula of a bivariate survival function $\mathcal{M}$ is LTD if and only if it is

\[
\frac{\mathcal{M}(x, y)}{\mathcal{C}(x, y)} \mathrm{non-decreasing in } x, \forall y \geq 0.
\]

By taking again $\mathcal{M} = \mathcal{F}$ we then see, in view of (4), that $\hat{C}_t \mathrm{LTD}, \forall t \geq 0$, means

\[
\frac{\mathcal{F}(t + x', t + y)}{\mathcal{F}(t + x, t + y)} \geq \frac{\mathcal{F}(t + x', t + y)}{\mathcal{F}(t + x', t)}, \quad \forall 0 \leq t, x', x'' > x', y,
\]

By the arbitrariness in the choice of $t, x', x''$ and the condition $x'' > x'$, we can easily see that the above inequality is equivalent to the TP$_2$ property of $\mathcal{F}$.

As to the condition $\hat{C}_t \mathrm{TP}_2, \forall t \geq 0$, we have the following

**Proposition 8.** $\hat{C}_t \mathrm{TP}_2, \forall t \geq 0$ is equivalent to $\hat{C}$ TP$_2$.

**Proof.** It is known (see e.g. [10]) that, for any fixed $t \geq 0$,

\[
\mathcal{F}_t \mathrm{TP}_2 \Leftrightarrow \hat{C}_t \mathrm{TP}_2.
\]

But, since

\[
\mathcal{F} \mathrm{TP}_2 \Rightarrow \mathcal{F}_t \mathrm{TP}_2 \forall t \geq 0,
\]

as straightly follows by the definitions of $\mathcal{F}_t$ and TP$_2$, it is sufficient $\hat{C}$ TP$_2$ to conclude that

\[
\hat{C}_t \mathrm{TP}_2 \forall t \geq 0.
\]

**Remark 9.** An alternative proof of Proposition 8 can also be easily obtained by taking into account Proposition 7 and Remark 8. Notice that, even if $\hat{C}$ TP$_2$ is a stronger condition than $\hat{C}$ LTD, we have

\[
\hat{C}_t \mathrm{TP}_2, \forall t \geq 0 \text{ if and only if } \hat{C}_t \mathrm{LTD}, \forall t \geq 0.
\]

We now pass to compare bivariate ageing properties for $B$ and $B_t, \forall t \geq 0$.

First, we point out the following facts:

**Lemma 1.** (see [2]) The condition

\[
B \in P^{(3)}_t \quad (24)
\]

is equivalent to $\mathcal{F}_t$ being Schur-concave.

**Lemma 2.** (see [1]) The condition (24) is equivalent to $B_t$ being PQD $\forall t \geq 0$. 

By applying the arguments in the Remark 8, we immediately obtain also

**Corollary 1.** The condition (24) is equivalent to

\[ B_t \in \mathcal{P}_+^{(3)} \quad \forall \ t \geq 0. \]

**Remark 10.** The Corollary 1 can be seen as an analog of Proposition 8. We can notice that, even if (24) is a stronger condition than \( B \) PQD, we have the chain of equivalences

\[ \mathcal{F} \text{ Schur-concave } \iff B \in \mathcal{P}_+^{(3)} \iff B_t \in \mathcal{P}_+^{(3)} \forall t > 0 \iff B_t \text{ PQD } \forall t \geq 0. \]

The condition \( \mathcal{F} \text{ Schur-concave} \) can be interpreted (see e.g. [2]) as a notion of bivariate IFR (Increasing Failure Rate). We can notice then that the above chain can be seen as a bivariate analog of the following well known equivalence, holding for univariate ageing:

\[ \mathcal{F} \text{ IFR } \iff \mathcal{F}_t \text{ IFR } \iff \mathcal{F}_t \text{ NBU}. \]

Concerning the \( TP_2 \) property for \( B \), we can see that \( B_t \) \( TP_2 \) \( \forall t \geq 0 \) is not implied by \( B \) \( TP_2 \).

On the other hand, the property \( B_t \) \( TP_2 \) \( \forall t \geq 0 \) is actually also stronger than (24). In fact, as an immediate consequence of Lemma 2 and of the fact that \( TP_2 \Rightarrow PQD \), we have

**Corollary 2.** \( B_t \) \( TP_2 \) \( \forall t \geq 0 \) \( \Rightarrow \) \( B \in \mathcal{P}_+^{(3)} \).

**Remark 11.** While \( B_t \) \( PQD \) \( \forall t \geq 0 \) \( \Rightarrow \) \( B \in \mathcal{P}_+^{(3)} \), we saw that \( \hat{C}_t \) \( PQD \) \( \forall t \geq 0 \) is not enough to get \( \hat{C} \) \( TP_2 \). However, we can still express \( \hat{C} \) \( TP_2 \) as a PQD-condition on models of residual lifetimes. Consider the family \( \{ \mathcal{F}_{a,b} \}_{a,b \geq 0} \) of joint survival functions,

\[ \mathcal{F}_{a,b}(x, y) = \frac{P(X - a > x, Y - b > y|X > a, Y > b)}{\mathcal{F}(a, b)} \]

(so that, with this notation, \( \mathcal{F}_t(x, y) = \mathcal{F}_{t,t}(x, y) \)) and the corresponding families

\[ \{ \hat{C}_{a,b} \}_{a,b \geq 0}, \{ \overline{C}_{a,b} \}_{a,b \geq 0}, \{ \hat{C}_{a,b} \}_{a,b \geq 0}. \]

We can easily check that the following equivalences hold

\[ \hat{C}_{a,b} \text{ PQD } \iff \mathcal{F}_{a,b} \text{ PQD and } \hat{C}_{a,b} \text{ TP}_2 \iff \mathcal{F}_{a,b} \text{ TP}_2; \]

moreover,

\[ \mathcal{F}_{a,b} \text{ PQD } \forall a, b \iff \mathcal{F}_{a,b} \text{ TP}_2 \forall a, b \iff \mathcal{F} \text{ TP}_2. \]

Results analogous to those above can be easily formulated for the negative dependence properties NQD, LTD, \( S \in \mathcal{P}_-^{(3)}, RR_2 \), respectively corresponding to PQD, LTD, \( S \in \mathcal{P}_+^{(3)}, TP_2 \).

By combining the above arguments, some statements analogous to those in Proposition 15 of [1] could also be obtained.

### References
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Abstract

We introduce a simple aggregate claims model, which is able to take into account a continuous range of positive dependence between independence and comonotone dependence. It is based on a multivariate extension of the one-parameter bivariate Fréchet copula, which finds a justification as follows. The chosen model uses only one additional dependence parameter, which is chosen such that it yields the most conservative model of aggregate claims with respect to the concordance order for the bivariate margins of this model. A possible numerical implementation of the aggregate claims distribution of the constructed model is proposed.
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1 Mean and variance in aggregate claims models

The principal goal of the present study is the construction of a simple aggregate claims model, which is able to take into account a continuous range of positive dependence between independence and comonotone dependence. This is of great practical importance because the gap between independence and comonotone dependence is known to be significant. As a first preliminary step, we determine the minimum and maximum standard deviation in the aggregate model of a risky business with different positively dependent subunits, which are each subdivided into several product categories.

As in [6] suppose an insurance risk business consists of $n$ different subunits $U_i$, $i = 1, \ldots, n$, which are each subdivided in $m_j$ product categories $C_{ij}$, $j = 1, \ldots, m_j$. The insurance risks during some insurance period, which are associated to all these different business lines, are measured by the random variables $S_i$, $i = 1, \ldots, n$, $S_{ij}$, $j = 1, \ldots, m_j$, $i = 1, \ldots, n$, which denote the aggregate claims random variables, which are associated to $U_i$, $C_{ij}$. The main risk characteristics of the aggregate claims risk process are described as follows. The aggregate claims random variables are random sums of the type

$$S_{ij} = \sum_{k=1}^{N_i} Y_{ij}^{(k)}, \quad S_j = \sum_{k=1}^{N_i} Y_{ij}^{(k)}, \quad (1.1)$$

where $N_i$, $N_{ij}$ are claim number random variables describing the frequency in the planning units and product categories, and $Y_{ij}^{(k)}$, $Y_{ij}^{(k)}$ are claim size random variables describing severity given the k-th claim has occurred in the planning units and product categories. It is assumed that the $Y_{ij}^{(k)} \sim Y_i$ respectively $Y_{ij}^{(k)} \sim Y_{ij}$ are identically distributed random variables.

Given are the first two moments of the frequency and severity random variables associated to the product categories, that is
\( \mu N_{ij} \) : mean number of claims of the product categories \( C_{ij} \)

\( \sigma N_{ij} \) : standard deviation of the number of claims of the product categories \( C_{ij} \)

\( \mu Y_{ij} \) : mean claim size of the product categories \( C_{ij} \)

\( \sigma Y_{ij} \) : standard deviation of the claim size of the product categories \( C_{ij} \)

It follows that the mean and variance of the aggregate claims random variables of the product categories are given by

\[
\begin{align*}
\mu S_{ij} &= \mu N_{ij} \cdot \mu Y_{ij}, \\
(\sigma S_{ij})^2 &= \mu N_{ij} \cdot (\sigma Y_{ij})^2 \\
&+ (\sigma N_{ij})^2 \cdot (\mu Y_{ij})^2
\end{align*}
\] (1.2)

Since \( S_i = \sum_{j=1}^{m_i} S_{ij} \) the mean associated to frequency, severity and aggregate claims random variables of the subunits are obtained from the formulas:

\[
\begin{align*}
\mu N_i &= \sum_{j=1}^{m_i} \mu N_{ij}, \\
\mu Y_i &= \sum_{j=1}^{m_i} \left( \frac{\mu N_{ij}}{\mu N_i} \right) \mu Y_{ij}, \\
\mu S_i &= \sum_{j=1}^{m_i} \mu S_{ij}
\end{align*}
\] (1.3)

To obtain the standard deviation (or variance) of the aggregate claims random variables of the subunits for positively dependent product categories, one notes that there are 4 basic models related to the extremal situations of independence and comonotone dependence of the claim number and claim size random variables.

(V1) \( N_{ij} \) independent, \( Y_{ij} \) independent

(V2) \( N_{ij} \) independent, \( Y_{ij} \) comonotone dependent

(V3) \( N_{ij} \) comonotone dependent, \( Y_{ij} \) independent

(V4) \( N_{ij} \) comonotone dependent, \( Y_{ij} \) comonotone dependent

The standard deviation (or variance) in these 4 basic cases are calculated using the following well-known relationships:

\[
\begin{align*}
\mu S_i &= \mu N_i \cdot \mu Y_i, \\
(\sigma S_i)^2 &= \mu N_i \cdot (\sigma Y_i)^2 \\
&+ (\sigma N_i)^2 \cdot (\mu Y_i)^2
\end{align*}
\] (1.4)

\[
\begin{align*}
\mu N_i &= \sum_{j=1}^{m_i} \mu N_{ij}, \\
(\sigma N_i)^2 &= \sum_{j=1}^{m_i} (\sigma N_{ij})^2 \\
\mu Y_i &= \sum_{j=1}^{m_i} \left( \frac{\mu N_{ij}}{\mu N_i} \right) \mu Y_{ij}, \\
(\sigma Y_i)^2 &= \sum_{j=1}^{m_i} \left( \frac{\mu N_{ij}}{\mu N_i} \right)^2 (\sigma Y_{ij})^2
\end{align*}
\] (1.5)

\[
\begin{align*}
\mu S_i &= \sum_{j=1}^{m_i} \mu S_{ij}
\end{align*}
\] (1.7)

The variance of the aggregate claims in these basic models is given by

\[
(\sigma S_i)^2 = (\sigma N_i)^2 \cdot (\sigma Y_i)^2 + (\mu N_i \cdot \sigma Y_i)^2 \] (1.8)

The main focus is now on the aggregate claims of the whole insurance risk business, which is described by the random variable
First of all it is clear that the means of frequency, severity and aggregate claims satisfy the relationships

\[ S = \sum_{i=1}^{n} S_i. \quad (1.9) \]

where one uses that \( N = \sum_{i=1}^{n} N_i \) and

\[ Y = \sum_{i=1}^{n} \left( \frac{\mu N_i}{\mu N} \right) Y_i. \]

Second, if the random variables \( S_i \) are positively dependent between independence and comonotone dependence, the variance will be bounded by the two values

\[
(\sigma_{\text{min}})^2 = \mu N \cdot \left( \sum_{i=1}^{n} \left( \frac{\mu N_i}{\mu N} \right)^2 \cdot (\sigma Y_i)^2 \right) + \left( \sum_{i=1}^{n} (\sigma N_i)^2 \cdot (\mu Y)^2 \right)
\]

\[
(\sigma_{\text{max}})^2 = \mu N \cdot \left( \sum_{i=1}^{n} \left( \frac{\mu N_i}{\mu N} \right) \cdot (\sigma Y_i)^2 \right) + \left( \sum_{i=1}^{n} \sigma N_i \cdot (\mu Y)^2 \right)
\]

\[
(\sigma_{\text{max}})^2 = \mu N \cdot \left( \sum_{i=1}^{n} \frac{\mu N_i}{\mu N} \right) \cdot (\sigma Y_i)^2 + \left( \sum_{i=1}^{n} \sigma N_i \cdot (\mu Y)^2 \right)
\]

\[
(\sigma_{\text{min}})^2 = \mu N \cdot \left( \sum_{i=1}^{n} \left( \frac{\mu N_i}{\mu N} \right)^2 \cdot (\sigma Y_i)^2 \right) + \left( \sum_{i=1}^{n} (\sigma N_i)^2 \cdot (\mu Y)^2 \right)
\]

\[
(\sigma_{\text{max}})^2 = \mu N \cdot \left( \sum_{i=1}^{n} \left( \frac{\mu N_i}{\mu N} \right) \cdot (\sigma Y_i)^2 \right) + \left( \sum_{i=1}^{n} \sigma N_i \cdot (\mu Y)^2 \right)
\]

\[
(\sigma_{\text{max}})^2 = \mu N \cdot \left( \sum_{i=1}^{n} \frac{\mu N_i}{\mu N} \right) \cdot (\sigma Y_i)^2 + \left( \sum_{i=1}^{n} \sigma N_i \cdot (\mu Y)^2 \right)
\]

\[
(\sigma_{\text{min}})^2 = \mu N \cdot \left( \sum_{i=1}^{n} \left( \frac{\mu N_i}{\mu N} \right)^2 \cdot (\sigma Y_i)^2 \right) + \left( \sum_{i=1}^{n} (\sigma N_i)^2 \cdot (\mu Y)^2 \right)
\]

\[
(\sigma_{\text{max}})^2 = \mu N \cdot \left( \sum_{i=1}^{n} \left( \frac{\mu N_i}{\mu N} \right) \cdot (\sigma Y_i)^2 \right) + \left( \sum_{i=1}^{n} \sigma N_i \cdot (\mu Y)^2 \right)
\]

\[
(\sigma_{\text{max}})^2 = \mu N \cdot \left( \sum_{i=1}^{n} \frac{\mu N_i}{\mu N} \right) \cdot (\sigma Y_i)^2 + \left( \sum_{i=1}^{n} \sigma N_i \cdot (\mu Y)^2 \right)
\]

2 A one-parameter multivariate Fréchet copula

The more detailed study of the aggregate claims model of a risky business requires the specification of a multivariate distribution for the risk of its subunits.

A natural framework for the construction of multivariate non-normal distributions is the method of copulas, justified by the theorem of Sklar in [12]. It permits a separate study and modeling of the marginal distributions and the dependence structure. According to [10], Section 4.1, a parametric family of distributions should satisfy four desirable properties:

a) There should exist an interpretation like a mixture or other stochastic representation.

b) The margins, at least the univariate and bivariate ones, should belong to the same parametric family and numerical evaluation should be possible.

c) The bivariate dependence between the margins should be described by a parameter and cover a wide range of dependence.

d) The multivariate distribution and density should preferably have a closed-form representation, at least numerical evaluation should be possible.

In general, these desirable properties cannot be fulfilled simultaneously. For example, multivariate normal distributions satisfy properties a), b) and c) but not d). The method of copulas satisfies property c) but implies only partial closedness under the taking of margins, and can lead to computational complexity as the dimension increases. In fact, parametric families of copulas that satisfy all of the desirable properties are seldom. In [7] such a parametric family, called multivariate linear Spearman copula, has been constructed (formula (4.9)). It is based on the method of mixtures of independent conditional distributions, a variant of [10], Section 4.5, which is described as follows.

To satisfy property b), let us focus on the \( n \) Fréchet classes \( FC_i := FC_i(F_{ij}, j \neq i), \quad i = 1, \ldots, n \), of n-variate distributions for which the bivariate margins

\[
F_{ij}(x_i, x_j) = F_{ij}(x_i, x_j) = F_{ij}(x_i) \cdot F_{ij}(x_j)
\]

belong to a given parametric family of copulas \( C_{ij}|u_i, u_j \). Assume that the conditional distributions

\[
F_{ij}(x_i|x_j) = \frac{\partial C_{ij}}{\partial u_i} \left[ F_i(x_i), F_j(x_j) \right]
\]

are well-defined. The n-variate distribution such that the random variables \( X_j, j \neq i \), are conditionally independent given \( X_i \), is contained in \( FC_i \) and is defined by
Choosing appropriately the bivariate copulas $C_g[ u_i, u_j ]$, it is possible to construct $n$-variate copulas $C^{(i)}( u_1, ..., u_n )$, $i = 1, ..., n$, such that $F^{(i)}$ belongs to $C^{(i)}$ and the bivariate margins $F_g$, $j \neq i$, belong to $C_g$. Moreover, any convex combination of the $C^{(i)}$'s, that is

$$
C( u_1, ..., u_n ) = \sum_{i=1}^{n} \lambda_i C^{(i)}( u_1, ..., u_n ),
$$

$0 \leq \lambda_i \leq 1$, $\sum_{i=1}^{n} \lambda_i = 1$

is again a $n$-variate copula, which by appropriate choice may satisfy the desirable properties. In the following, the class (2.3) of all convex combinations of mixtures of independent conditional distributions with given bivariate margins is denoted by CIC.

In [7], the subclass of CIC, denoted here CICF, which is generated by the bivariate margins with Fréchet copulas

$$
C_g( u_i, u_j ) = (1 - \theta_g) u_i u_j + \theta_g \min( u_i, u_j )
$$

where $\theta_g \in [0,1]$, has been studied in detail. It is well-known that the parameter $\theta_g$ of the copula (2.4) coincides with the grade correlation coefficient introduced in [13], simply called Spearman coefficient.

Though presumably possible, the evaluation of the full distribution of aggregate claims using the multivariate distributions in CICF should be rather technical. Instead of this, we consider the simple multivariate Fréchet copula

$$
C( u_1, ..., u_n ) = (1 - \theta) \left[ \prod_{i=1}^{n} u_i \right] + \theta \cdot \min( u_i ), \quad \theta \in [0,1]
$$

Intuitively, the copula (2.5) models the whole range of possible dependence structure between independence and comonotone dependence. It would also be possible to model similarly the possible dependence structure between independence and "minimal" dependence.

The practical application of this model is motivated as follows. Guided by the concern of "prudent" valuation, we require that the bivariate margins of (2.5) are at least as positively dependent as those obtained from the bivariate model (2.4) in the concordance ordering (e.g. [1], [14], [3]). Consider the bivariate copulas of the bivariate margins of (2.5), which are denoted and given by

$$
C^{(i)}( u_i, u_j ) = (1 - \theta) u_i u_j + \theta \min( u_i, u_j )
$$

Then the stated condition means that $C^{(i)}( u_i, u_j ) \leq C^{(j)}( u_i, u_j )$, and this is equivalent to

$$
(\theta - \theta_g) u_i u_j \leq (\theta - \theta_g) \min( u_i, u_j ).
$$

or

$$
\theta \geq \theta_g, \quad \text{for all } (i, j).
$$

Therefore, for prudent aggregate claims evaluation, it is reasonable to set the dependence parameter of the model (2.5) equal to

$$
\theta = \max_{(i,j)} \{ \theta_g \}. \quad \text{(2.9)}
$$

This model choice yields the most conservative model for aggregate claims with respect to the concordance order for the bivariate margins of this model.

It should be pointed out that the considered very simple multivariate Fréchet copula, which models the whole range of dependence between independence and comonotone dependence, finds important practical applications in the fields of insurance and finance. The interested reader is invited to consult [8] and [9].

### 3 Multivariate Fréchet compound models of aggregate claims

Given that the volatility, as measured by the variance, varies between two bounds, what is a useful and practical way to get an aggregate claims distribution for the whole insurance risk business? To
model the positive dependence between independence and comonotone dependence, it is reasonable to consider a model based on the multivariate Fréchet copula, which has been introduced and motivated in Section 2. Besides notations and standard assumption introduced in Section 1, our multivariate Fréchet compound model of aggregate claims is based on the following assumptions:

(A1) The random vector \( N = (N_1, \ldots, N_n) \) is multivariate Fréchet distributed with dependence parameter \( \rho_N \).

(A2) The random vector \( Y = (Y_1, \ldots, Y_n) \) is multivariate Fréchet distributed with dependence parameter \( \rho_Y \).

(A3) The random variables \( N_i \) are independent from the \( Y_i \)'s.

Let \( N^\perp = (N_1^\perp, \ldots, N_n^\perp) \) be a version of \( N \) with independent components, \( N^* = (N_1^*, \ldots, N_n^*) \) a version of \( N \) with comonotone dependent components, \( Y^\perp = (Y_1^\perp, \ldots, Y_n^\perp) \) a version of \( Y \) with independent components, and \( Y^* = (Y_1^*, \ldots, Y_n^*) \) a version of \( Y \) with comonotone dependent components. Under the multivariate Fréchet assumption (A1), the distribution of the aggregate claim number random variable

\[ N = \sum_{i=1}^{N} N_i \]

is then given by

\[ F_N(k) = (1 - \rho_N) \cdot F_{N^\perp}(k) + \rho_N \cdot F_{N^*}(k), \quad k = 0, 1, 2, \ldots \]  

(3.1)

where \( N^\perp = \sum_{i=1}^{n} N_i^\perp \) and \( N^* = \sum_{i=1}^{n} N_i^* \). In the following let us set \( \lambda_i = \mu N_i, \quad \lambda = \mu N = \sum_{i=1}^{n} \lambda_i \). Under the multivariate Fréchet assumption (A2) the distribution of \( Y = \sum_{i=1}^{N} \lambda_i \cdot Y_i \) is given by

\[ F_Y(y) = (1 - \rho_Y) \cdot F_{Y^\perp}(y) + \rho_Y \cdot F_{Y^*}(y), \quad y > 0 \]  

(3.2)

where \( Y^\perp = \sum_{i=1}^{n} Y_i^\perp \) and \( Y^* = \sum_{i=1}^{n} Y_i^* \). The main interest lies in the distribution of the aggregate claims \( S = \sum_{i=1}^{n} S_i = \sum_{i=1}^{N} Z_i \), where each \( Z_i \) has the distribution of \( Y \). By assumption (A3) each \( Z_i \) is independent from \( Y \). By assumption (A3) each \( Z_i \) is independent from \( Y \). By assumption (A3) each \( Z_i \) is independent from \( Y \). By assumption (A3) each \( Z_i \) is independent from \( Y \). By assumption (A3) each \( Z_i \) is independent from \( Y \). By assumption (A3) each \( Z_i \) is independent from \( Y \).

\[ F_S(s) = \sum_{k=0}^{n} p_N(k) \cdot F_{Y^*(k)}(s) \]  

(3.3)

with the claim number probabilities

\[ p_N(k) = F_N(k) - F_N(k - 1), \quad k = 1, 2, \ldots, \quad p_N(0) = F_N(0). \]  

(3.4)

It is not difficult to see that the \( k \)-th convolution of \( Y \) has the representation

\[ F_{Y^{*}}^{(k)}(y) = \sum_{j=0}^{k} \binom{k}{j} \rho_Y^j (1 - \rho_Y)^{k-j} \left[ F_{Y^*}^{(j)}(y) \right] \]  

(3.5)

It is clear that the extreme cases \( \rho_N = \rho_Y = 0 \) and \( \rho_N = \rho_Y = 1 \) yield the minimum and maximum variance of \( S \) as given above in (1.11) and (1.12). In the special cases \( \rho_Y = 0 \) and \( \rho_Y = 1 \), the aggregate claims distribution takes the simpler form:

\[ F_S^{\perp}(s) = \sum_{k=0}^{n} p_N(k) \cdot F_{Y^\perp}^{(k)}(s) \]  

(3.6)

\[ F_S^{*}(s) = \sum_{k=0}^{n} p_N(k) \cdot F_{Y^*}^{(k)}(s) \]  

(3.7)
Instead of (3.3) it is reasonable to consider the Fréchet model

\[ F_S(s) = (1 - \rho_S) \cdot F_{S^+}(s) + \rho_S \cdot F_{S^-}(s) \]  

(3.8)

with some Spearman coefficient \( \rho_S \in [0,1] \). This simpler model yields the minimum and maximum variance provided \( \rho_N = \rho_S = 0 \) respectively \( \rho_N = \rho_S = 1 \). Each pair \( (\rho_N, \rho_S) \in [0,1]^2 \) defines another multivariate Fréchet compound model of aggregate claims.

4 Numerical evaluation of a multivariate Fréchet compound model

For a numerical evaluation of our multivariate Fréchet compound model, we assume for simplicity that claim numbers are Poisson distributed, that is \( N_i \sim Po(\lambda_i), \ i = 1, \ldots, n \), and that claim sizes are Gamma distributed, that is \( Y_i \sim \Gamma(\alpha_i, \beta_i), \ i = 1, \ldots, n \). Note that the widely used compound Poisson Gamma aggregate claims model has been justified through a characterization result in Mathematical Statistics in [4]. The introduced claim size random variables \( Y_i \), respectively \( Y^+ \), are the independent, respectively comonotone, sums of the gamma distributed random variables \( \Gamma(\alpha_i, \lambda_i / \beta_i), \ i = 1, \ldots, n \), whose distribution functions can be determined using the methods presented in [5]. Through approximation it is possible to assume that \( Y_i \) and \( Y^+ \) are also gamma distributed with mean

\[ \mu_y = \frac{1}{\lambda} \sum_{i=1}^n \alpha_i / \beta_i \]  

(4.1)

and standard deviations

\[ \sigma_{y^+} = \frac{1}{\lambda} \sqrt{\sum_{i=1}^n \alpha_i^2 / \beta_i^2} \]  

(independent case)  

(4.2)

\[ \sigma_{y^+} = \frac{1}{\lambda} \sum_{i=1}^n \lambda_i \sqrt{\alpha_i / \beta_i} \]  

(comonotone case)  

(4.3)

In this situation the claim sizes are gamma distributed such that \( Y_i \sim \Gamma(\alpha^+, \beta^+) \) and \( Y^+ \sim \Gamma(\alpha^+, \beta^+) \), with

\[ \alpha^+ = k_{y^+} \cdot \alpha, \ \beta^+ = \alpha \cdot \mu_y, \]

\[ \alpha^+ = k_{y^+} \cdot \alpha, \ \beta^+ = \alpha \cdot \mu_y, \]

where \( k_{y^+}, k_{y^+} \) are the coefficients of variation of the claim sizes and standard deviations of the claim numbers, respectively.

For a numerical evaluation of our multivariate Fréchet compound model we assume for simplicity that claim numbers are Poisson distributed, that is \( N_i \sim Po(\lambda_i), \ i = 1, \ldots, n \), and that claim sizes are Gamma distributed, that is \( Y_i \sim \Gamma(\alpha_i, \beta_i), \ i = 1, \ldots, n \). Note that the Fréchet model

\[ k_{y^+} = \frac{\lambda}{\alpha \mu_y} \]

is possible to assume that the claim sizes are gamma distributed with parameters

\[ \alpha^+ = n \alpha, \ \beta^+ = n \beta, \ \alpha^+ = \alpha, \ \beta^+ = \beta \]

In general, the \( k \)-th convolution of the claim sizes \( Y_i \) and \( Y^+ \) are gamma distributed such that

\[ (Y_i^{(k)})^{(k)} = \Gamma(k \alpha^+, \beta^+) \]

\[ (Y^+)^{(k)} = \Gamma(k \alpha^+, \beta^+) \]

The claim number random variables \( N_i \) is Poisson distributed with parameter \( \lambda_i \). An explicit analytical expression for the claim number distribution \( N^+ \) is not known unless \( \lambda_i = \frac{\lambda}{n}, \ i = 1, \ldots, n \), in which case the probabilities are

\[ \Pr(N^+ = k) = Po\left(\left[\frac{k}{n}\right] \cdot \frac{\lambda}{n}\right), \ k = 0,1,2,\ldots \]

The latter result suggests the following approximation in the general case. The claim number \( N^+ \) has the same distribution as the claim number random variable

\[ \widetilde{N}^+ = \sum_{i=1}^n \widetilde{N}_i^+, \ \widetilde{N}_i^+ \sim Po\left(\frac{\lambda}{n}\right) \]

This suggests to approximate the claim number \( N^+ \) by the random variable \( \widetilde{N}^+ = \sum_{i=1}^n \widetilde{N}_i^+ \), which implies that the probability \( \Pr(N^+ = k) \) is approximately equal to

\[ \Pr(\widetilde{N}^+ = k) = Po\left(\left[\frac{k}{n}\right] \cdot \frac{\lambda}{n}\right), \ k = 0,1,2,\ldots \]

Proceeding this way, the distribution of the
The following Table illustrates the exact calculation of the multivariate Fréchet compound Poisson gamma distribution in the special case

<table>
<thead>
<tr>
<th>n</th>
<th>$\lambda_i$</th>
<th>$\alpha_i$</th>
<th>$\beta_i$</th>
<th>$\rho_N$</th>
<th>$\rho_S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1/3</td>
<td>1/4</td>
<td>1/4</td>
<td>0.37895</td>
<td>0.2</td>
</tr>
</tbody>
</table>

It is immediately seen that the aggregate claims random variables are stochastically ordered in the dangerousness order, that is one has the inequality $S^+ \preceq D S \preceq D S^+$ (e.g. [11] for a definition of dangerousness order). The interest of such inequalities is well-known because actuaries feel that positive dependence reveals a more dangerous situation compared to independence (e.g. [2]).
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Abstract

The theory of copulas provides a useful tool for modeling dependence in risk management. In insurance and finance, as well as in other applications, dependence of extreme events is particularly important, hence there is a need for the detailed study of the tail behaviour of the multivariate copulas. In this paper we investigate the class of copulas having homogeneous lower tails. We show that having only such information on the structure of dependence of returns from assets is enough to get estimates on Value at Risk of the multiasset portfolio in terms of Value at Risk of one-asset portfolios.
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1 Introduction

In my presentation I shall deal with the advantages of modeling the dependence between the extremal events with the help of copulas. Let us consider the following case. An investor operating on an emerging market, has in his portfolio several currencies which are highly dependent. Let \( s_i, i = 1, \ldots, d \) be the quotients of the currency rates at the end and at the beginning of the investment. Let \( w_i \) be the part of the capital invested in the \( i \)-th currency, \( \sum w_i = 1, w_i \geq 0 \). So the final value of the investment equals

\[
W_1(w) = (w_1 s_1 + \ldots + w_d s_d) \cdot W_0.
\]

For portfolio consisting of only one currency (say \( i \)-th) we put \( w = e_i = (0, \ldots, 0, 1, 0, \ldots, 0) \).

The crucial point is to estimate the risk of keeping the portfolio. As a measure of risk I shall consider "Value at Risk" (\( VaR \)), which last years became one of the most popular measures of risk in the "practical"

quantitative finance (see for example [2, 20, 5, 6, 17, 16, 10, 19]). Roughly speaking the idea is to determine the biggest amount one can lose on a certain confidence level \( 1 - \alpha \)

\[
VaR_{1-\alpha}(w) = \sup \{ V : P(W_0 - W_1(w) \leq V) < 1 - \alpha \}.
\]

Note that this quantity warns risk managers how much of "economic" capital (reserves) is needed to keep the solvency.

In order to determine \( VaR \) accurately one has to deal with the complexity of the problem. The extremes hardly follow the normal distribution law. Therefore the main challenge is to describe properly the interdependencies of risk factors (in our case the changes of currency rates). In this presentation, it will be based on copulas, which are scaleless dependency measures of random variables. I will show that sometimes it is enough to have only the partial information on the given copula.

The main result, I would like to present, is the following estimate of the Value at Risk of a given portfolio \( w \) in terms of Value at Risk of one-currency portfolios \( e_i \) (compare [14] for two dimensional case):

\[
\sum w_i VaR_{1-\alpha}(e_i) \geq VaR_{1-\alpha}(w) \geq \sum w_i VaR_{1-\alpha'}(e_i),
\]

where \( \alpha' = \frac{\alpha^2}{\sigma_{\alpha_1, \ldots, \alpha_d}} \). The above estimate is valid for sufficiently small \( \alpha \) under the mild assumptions:

- The lower tail part of the copula \( C \) of \( s_i \)'s is nonzero and homogeneous of degree 1, i.e. for sufficiently small \( q \)

\[
C(q) = L(q), \quad \forall t > 0 \quad L(tq) = tL(q).
\]

- For \( i = 1, \ldots, d \), for sufficiently small \( x \), the function \( G_i(x) = \frac{1}{F_i(x)} \), where \( F_i \) is the distribution function of \( s_i \), is convex.
The first assumption is modeling the asymptotic dependence (compare [13] Th.2). For example it describes very well the behaviour of foreign exchange rates on an emerging market, where the extremal changes are usually due to the local factors (compare [14]).

The second one is fulfilled by a wide variety of probability laws. For example it is valid if the distributions of $-\ln s_t$ have the same upper tails as normal, Pareto or Gamma distribution (i.e. if their distribution functions coincide for enough big arguments). Moreover, it is easy to check that if $1 - F_i(-x)$ is a von Mises function, i.e

$$\exists z > 0 \forall 0 < x < z \ F_i(x) = c \exp \left( - \int_z^x \frac{1}{u(t)} dt \right),$$

where $a$ is absolutely continuous and its density has limit 0 at the origin, then $G_i(x)$ is convex (for small $x$). Note that the von Mises functions played an important role in the Extreme Value Theory, they are classical examples of distribution functions belonging to the Maximum Domain of Attraction of the Gumbel distribution (for details see [8] §3.3.3).

2 Notation

2.1 Copulas

We recall that a function

$$C : [0,1]^d \to [0,1]$$

is called a copula (see [18] §2.10, [4] §4.1, [1] §4.4) if for every $u = (u_1, \ldots, u_d)$ and $v = (v_1, \ldots, v_d)$ $(u_i, v_i \in [0,1])$ and every $j \in \{1, \ldots, d\}$

i) $u_j = 0 \Rightarrow C(u) = 0;$

ii) $(\forall i \neq j \ u_i = 1) \Rightarrow C(u) = u_j;$

iii) $u \preceq v \Rightarrow V_C(u,v) \geq 0,$

where $u \preceq v$ denotes the partial ordering on $\mathbb{R}^d$,

$$u \preceq v \Leftrightarrow \forall i \ u_i \leq v_i,$$

and $V_C(u,v)$ is the C-volume of the rectangle $I(u,v)$, the one with lower vertex $u$ and upper vertex $v$.

$$V_C(u,v) = \sum_{j = 1}^2 \ldots \sum_{j_d = 1}^2 (-1)^{j_1 + \ldots + j_d} C(a_{1,j_1}, \ldots, a_{d,j_d}),$$

where $a_{1,j} = u_j$ and $a_{1,2} = v_i$ for $i = 1, \ldots, d$.

The functions with the last property are called n-nondecreasing. Those which fulfill the first one are called grounded.

Note that every copula is nondecreasing not only with respect to each variable but also with respect to the partial ordering $\preceq$. Moreover it is continuous and even Lipschitz ([18], Theorem 2.10.7, [4], Lemma 4.2)

$$|C(v) - C(u)| \leq \sum_{i=1}^d |v_i - u_i|.$$  

Remark 2.1 (cf. [3], Th. 12.5) Every continuous, grounded, n-nondecreasing function

$$H : [0,1]^d \to \mathbb{R}$$

is a distribution function of a Borel measure $\mu_H$ on $[0,1]^d$

$$H(u) = \mu_H(I(0,u)),

\mu_H(I(u,v)) = \mu_H(int(I(u,v))) = V_H(u,v).$$

Due to the second condition every copula is a distribution function of a probability measure on the unit rectangle $[0,1]^d$ with uniform margins (compare [15], §1.6). Furthermore, the above remark remains true if $H$ is defined on the whole multiocatant $(0, +\infty)^d$.

Let $X_i, i = 1, \ldots, d$ be random variables defined on the same probability space $(\Omega, \mathcal{M}, P)$. Their joint cumulative distribution $F_X$ can be described using an appropriate copula $C_X$ ("Sklar Theorem" see [18], Theorem 2.10.11, [4], Theorem 4.5):

$$F_X(x) = C_X(F_{X_1}(x_1), \ldots, F_{X_d}(x_d)),$$

where $F_{X_i}$ are cumulative distributions of $X_i$. Note that the strictly increasing transformations of random variables $X_i$ do not affect the copula. Indeed, if

$$X_i' = f_i(X_i), \ i = 1, \ldots, d,$$

where $f_i$ are strictly increasing (and so invertible), then

$$F_{X'}(x) = F_X(f_i^{-1}(x_1), \ldots, f_d^{-1}(x_d)) =

= C_X(F_{X_1}(f_1^{-1}(x_1)), \ldots, F_{X_d}(f_d^{-1}(x_d))) =

= C_X(F_{X_1}'(x_1), \ldots, F_{X_d}'(x_d)).$$

Therefore if one is interested in tail dependence of random variables rather than in their individual distribution, then the proper choice is to study the copula. The more so, since the copula is uniquely determined at every point $u$ such, that the equations $F_{X_i}(x_i) = u_i$ have solutions.
2.2 Model assumptions

We assume that for \( t > 0 \) the distribution function of each \( s_i - F_i(t) \) is positive and the joint probability distribution of \( s_i \)’s is continuous with respect to Lebesgue measure and is determined by a copula \( C \)

\[ F_i(x_1, \ldots, x_d) = C(F_i(x_1), \ldots, F_i(x_d)). \]

Furthermore there is a constant \( \delta \in (0,1) \) such that:

**A1.** For \( q = (q_1, \ldots, q_d) \) and \( 0 \leq q_i \leq \delta \), \( C(q) = L(q) \), where \( L \) is some nonzero positive homogeneous function of degree one (\( \forall t > 0 \) \( L(tq) = tL(q) \)).

**A2.** For \( i = 1, \ldots, d \) the function \( G_i(t) = \frac{1}{F_i(t)} \) restricted to \( t \in F_i^{-1}((0, \delta]) \) is convex.

The second assumption implies that the preimage of \( \delta \) consists of just one point and \( F_i \) restricted to \( [0, F_i^{-1}(\delta)] \) is strictly increasing. Moreover we get a simpler formula for Value at Risk of one-asset portfolios.

**Corollary 2.1** For \( \alpha \in [0, \delta] \),

\[ Var_{1-\alpha}(e_i) = W_0 \cdot (1 - F_i^{-1}(\alpha)), \quad i = 1, \ldots, d. \]

In [11, 13] we showed that there is a large class of copulas which tails can be approximated by a homogeneous function \( L \). We recall the basics about \( L \).s. Comparing [13] Theorem 3 and the construction from the proof of Proposition 6 (also [13]) one gets:

**Theorem 2.1** For a homogeneous of degree 1 function \( L : [0, +\infty)^d \to \mathbb{R} \), the following conditions are equivalent:

1. \( L \) is equal to the lower tail of some copula \( C \).
2. \( L \) is d-nondecreasing and \( 0 \leq L(u) \leq \min(u_1, \ldots, u_d) \) for \( u \geq 0 \).
3. \( L \) is continuous, grounded, d-nondecreasing and \( \mu_L = m \times \mu_\Delta \), where \( m \) is the Lebesgue measure on the real halfline and \( \mu_\Delta \) is a measure on the unit simplex \( \Delta = \{ q \in \mathbb{R}^d_+ : q_1 + \ldots + q_d = 1 \} \) such that

\[ \int_\Delta \frac{1}{q_i} d\mu_\Delta(q) \leq 1 \quad \text{for} \quad i = 1, \ldots, d. \]

3 Upper estimate

We assume, that \( \forall i \) \( w_i > 0 \).

**Theorem 3.1** For positive \( \alpha \) such that

\[ \sum_{i=1}^{d} w_i F_i^{-1}(\alpha) \leq \min\{w_j F_j^{-1}(\delta) : j = 1, \ldots, d\} \]

the following inequality holds

\[ Var_{1-\alpha}(w) \leq w_1 Var_{1-\alpha}(e_1) + \ldots + w_d Var_{1-\alpha}(e_d). \]

For \( \lambda = (\lambda_1, \ldots, \lambda_d) \), \( \lambda_1 > 0 \), we put

\[ Y_\lambda = \{ q \in \mathbb{R}^d_+ : \sum_{i=1}^{d} \frac{\lambda_i}{q_i} \geq 1 \}. \]

**Lemma 3.1.**

\[ \mu_L(Y_\lambda) \leq \sum \lambda_i. \]

**Proof.**

We base on the fact, that the multioctant is the Cartesian product of a halfline and simplex

\[ \mathbb{R}^d_+ = \mathbb{R} \times \Delta. \]

Since \( L \) is homogeneous,

\[ \mu_L(Y_\lambda) = \int_\Delta m(\mathbb{R}_+ \xi \cap Y_\lambda) d\mu_\Delta(\xi). \]

The intersection of \( Y_\lambda \) and the halfline given by the vector \( \xi \) is a segment of length \( \sum \frac{\lambda_i}{\xi_i} \),

\[ \mathbb{R}_+ \xi \cap Y_\lambda = \{ t : \sum_{i=1}^{d} \frac{\lambda_i}{t \xi_i} \geq 1 \} = \{ t : 0 \leq t \leq \sum_{i=1}^{d} \frac{\lambda_i}{\xi_i} \}. \]

Therefore

\[ \mu_L(Y_\lambda) = \int_\Delta \sum_{i=1}^{d} \frac{\lambda_i}{\xi_i} d\mu_\Delta(\xi) = \sum \lambda_i \int_\Delta \sum_{i=1}^{d} \frac{1}{\xi_i} d\mu_\Delta(\xi) \leq \sum \lambda_i. \]

\[ \square \]

For \( r > 0 \) we put

\[ V_r = \{ q \in \mathbb{R}^d_+ : \sum_{i=1}^{d} w_i F_i^{-1}(q_i) \leq r \}. \]

**Lemma 3.2** For positive \( r \) and \( \alpha \) such that

\[ r = \sum_{i=1}^{d} w_i F_i^{-1}(\alpha) \leq \min\{w_j F_j^{-1}(\delta) : j = 1, \ldots, d\} \]

the following holds

\[ V_r \subset [0, \delta]^d, \quad V_r \subset Y_\lambda, \]

where

\[ \lambda_i = \alpha \frac{w_i c_i^{-1}}{\sum_{j=1}^{d} w_j c_j}, \quad c_j = F_j(F_j^{-1}(\alpha)). \]

**Proof.**

If \( q \) belongs to \( V_r \) then

\[ \sum_{i=1}^{d} w_i F_i^{-1}(q_i) \leq r = \sum_{i=1}^{d} w_i F_i^{-1}(\alpha) \leq \min\{w_j F_j^{-1}(\delta)\}. \]
Therefore, 
\[ w_iF_i^{-1}(q_i) \leq w_iF_i^{-1}(\delta), \]
and \( q_i \leq \delta \).

To proof the second inclusion, we use the convexity of \( G_i = \frac{1}{F_i} \).
\[
\frac{1}{q_i} - \frac{1}{\alpha} = \frac{1}{F_i(F_i^{-1}(q_i))} - \frac{1}{F_i(F_i^{-1}(\alpha))} = 
\]
\[
= G_i(F_i^{-1}(q_i)) - G_i(F_i^{-1}(\alpha)) \geq 
\]
\[
\geq G_i(F_i^{-1}(\alpha)) \cdot (F_i^{-1}(q_i) - F_i^{-1}(\alpha)) = 
\]
\[
= -\frac{F_i'(F_i^{-1}(\alpha))}{(F_i(\alpha))^{2}} \cdot (F_i^{-1}(q_i) - F_i^{-1}(\alpha)) = 
\]
\[
= -\frac{c_i}{\alpha^2} (F_i^{-1}(q_i) - F_i^{-1}(\alpha))
\]
thus
\[
F_i^{-1}(q_i) - F_i^{-1}(\alpha) \geq -\frac{\alpha^2}{c_i} \left( \frac{1}{q_i} - \frac{1}{\alpha} \right).
\]
If \( q \) belongs to \( V_\alpha \) then
\[
0 \geq \sum_{i=1}^{d} w_iF_i^{-1}(q_i) - r = 
\]
\[
= \sum_{i=1}^{d} w_iF_i^{-1}(q_i) - \sum_{i=1}^{d} w_iF_i^{-1}(\alpha) \geq 
\]
\[
\geq -\sum_{i=1}^{d} \frac{w_i\alpha^2}{c_i} \left( \frac{1}{q_i} - \frac{1}{\alpha} \right) = 
\]
\[
= -\alpha \left( \sum_{i=1}^{d} \frac{\lambda_i}{q_i} + \sum_{j=1}^{d} \frac{w_j}{c_j} - \sum_{i=1}^{d} \frac{w_i}{c_i} \right) = 
\]
\[
= -\alpha \sum_{j=1}^{d} \frac{w_j}{c_j} \left( \sum_{i=1}^{d} \frac{\lambda_i}{q_i} - 1 \right).
\]
So
\[
0 \leq \sum_{i=1}^{d} \frac{\lambda_i}{q_i} - 1,
\]
and therefore \( q \) belongs to \( Y_\lambda \).

\[ P \left( \sum_{i=1}^{d} w_i s_i \leq \sum_{i=1}^{d} w_i F_i^{-1}(\alpha) \right) = 
\]
\[ = P \left( \sum_{i=1}^{d} w_i s_i \leq r \right) = \mu_C(V_r) = 
\]
\[ = \mu_L(V_r) \leq \sum_{i=1}^{d} \lambda_i = \alpha.
\]

So
\[
P \left( W_0 - W_1(w) \leq \sum_{i=1}^{d} w_iVaR_{1-\alpha}(e_i) \right) \geq 1 - \alpha.
\]

In such a way we obtain the estimate
\[
VaR_{1-\alpha}(w) \leq \sum_{i=1}^{d} w_iVaR_{1-\alpha}(e_i).
\]

\end{proof}

\section{Lower estimate}

\begin{lemma}
If \( r = \sum_{i=1}^{d} w_iF_i^{-1}(\alpha) \) then the multicube \([0, \alpha]^d\) is contained in \( V_r \).
\end{lemma}

\begin{proof}
If \( q_i \leq \alpha \) then
\[
F_i^{-1}(q_i) \leq F_i^{-1}(\alpha).
\]
Therefore
\[
w_1F_1^{-1}(q_1) + \ldots + w_dF_d^{-1}(q_d) \leq 
\]
\[
\leq w_1F_1^{-1}(\alpha) + \ldots + w_dF_d^{-1}(\alpha) = r.
\]
\end{proof}

\begin{theorem}
For \( \alpha < \delta \)
\[
VaR_{1-L(1,\ldots,1)\alpha}(w) \geq \sum_{i=1}^{d} w_iVaR_{1-\alpha}(e_i).
\]
\end{theorem}

\begin{proof}
\end{proof}
5 Final Remarks

The estimates obtained in theorems 3.1 and 4.1 are exact i.e. there is a copula fulfilling assumption A1 such that in both estimates we get equalities.

**Lemma 5.1** If $C(q_1, \ldots, q_d) = \min(q_1, \ldots, q_d)$ then $L(1, \ldots, 1) = 1$ and

$$VaR_{1-\alpha}(w) = \sum w_i VaR_{1-\alpha}(e_i).$$

**Proof.**

Indeed, if $C(q) = \min(q)$ then the measure $\mu_C$ is singular with mass uniformly distributed on the diagonal $\{q = (t, \ldots, t) : t \in [0,1]\}$. Therefore if $r = \sum_{i=1}^d w_i F^{-1}_i(\alpha)$ then

$$\mu_C(V_r) = \mu_C([0, \alpha]^d) = \alpha.$$ 

Hence

$$VaR_{1-\alpha}(w) = (1-r)W_0 = w_1 VaR_{1-\alpha}(e_1) + \ldots + \ldots + w_d VaR_{1-\alpha}(e_d).$$

□
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Abstract
An approach to the integration of set-valued functions based on the pseudo-integral has been proposed. Some basic properties of the pseudo-integral of set-valued functions have been shown.
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1 Introduction
The main topic of this paper is integration of set-valued functions. Over the years, theory of set-valued functions, beside being an important mathematical theory, has become an important tool in several practical areas, specially in economic analysis (problems of individual demand, mean demand, competitive equilibrium, coalition production economies, etc.) (see [5]). Applications of integration of set-valued functions in economy analysis have roots in Aumann’s research based on the classical Lebesgue integral ([1]). Some generalizations of this approach that relied on an extension of Lebesgue integral known as $\int$-integral (see [18]) and on the Choquet integral had been investigated in [19] and [4], respectively.

Results presented in this paper belong to the theory of pseudo-analysis. As a rather new theory, pseudo-analysis has proved itself to be a vast source of powerful tools that are being successfully applied in many mathematical theories as well as in various practical problems (see [2, 6, 7, 9, 11, 12, 13, 14, 15, 16]). Having this in mind, integral proposed here is based on the pseudo-integral ([13]), i.e. pseudo-analysis’ counterpart of the classical integral.

Section 2 contains preliminary notions, such as pseudo-operations, semiring, $\alpha$-$\oplus$-decomposable measure and pseudo-integral. The construction of the pseudo-integral of set-valued functions is given in the third section. Basic properties of this new type of integral are presented in the Section 4. Some concluding remarks are stated in the Section 5.

2 Preliminary notions
The basic preliminary notions needed in this paper are notions of pseudo-operations and semiring.

Let $[a, b]$ be closed subinterval of $[-\infty, +\infty]$ (in some cases semiclosed subintervals will be considered) and let $\preceq$ be total order on $[a, b]$. A semiring is structure $([a, b], \oplus, \odot)$ such that the following hold:

- $\oplus$ is pseudo-addition, i.e., a function $\oplus : [a, b] \times [a, b] \rightarrow [a, b]$ which is commutative, non-decreasing (with respect to $\preceq$), associative and with a zero element, denoted by $0$;
- $\odot$ is pseudo-multiplication, i.e., a function $\odot : [a, b] \times [a, b] \rightarrow [a, b]$ which is commutative, positively non-decreasing ($x \preceq y$ implies $x \odot z \preceq y \odot z$, $z \in [a, b]$) $\Rightarrow \{x : x \in [a, b], 0 \preceq x\}$, associative and for which exists a unit element denoted by $1$;
- $0 \odot x = 0$;
- $x \odot (y \odot z) = (x \odot y) \odot (x \odot z)$.

There are three basic classes of semirings with continuous (up to some points) pseudo-operations. The first class contains semirings with idempotent pseudo-addition and non idempotent pseudo-multiplication. Semirings with strict pseudo-operations defined by monotone and continuous generator function $g : [a, b] \rightarrow [0, +\infty]$, i.e. $g$-semirings ([8, 10, 12, 13]), form the second class, and semirings with both idempotent operations belong to the third class. More on this structure can be found in [7, 9, 12, 13, 14].

Total order $\preceq$ is closely connected to the choice of the pseudo-addition. If $\oplus$ is an idempotent operation
semirings of the first and the third class), total order is induced in the following way
\[ x \preceq y \text{ if and only if } x \oplus y = y, \]
and if \([a, b, \oplus, \odot)\) is a semiring of the second class given by generator \(g\), total order is given by
\[ x \preceq y \text{ if and only if } g(x) \leq g(y). \]
In all three cases the strict order \(<\) has the following form:
\[ x < y \text{ if and only if } x \preceq y \text{ and } x \neq y. \]
Now, let \([a, b, \oplus, \odot)\) be a semiring and let \(([a, b], \oplus)\)
and \(([a, b], \odot)\) be complete lattice ordered semigroups. Let us suppose that interval \([a, b]\) is endowed with metric \(d\) which is compatible with sup and inf and satisfies
one of the following conditions:

i) \(d(x_1 \oplus y_1, x_2 \oplus y_2) \leq d(x_1, x_2) + d(y_1, y_2), \)

ii) \(d(x_1 \oplus y_1, x_2 \oplus y_2) \leq \max \{d(x_1, x_2), d(y_1, y_2)\}. \)

Since construction of the pseudo-integral is similar to the construction of Lebesgue integral, necessary notion is also notion of the \(\sigma\)-\(\oplus\)-measure ([13]).

Let \(\Sigma\) be a \(\sigma\)-algebra of subset of a set \(X\). A set function \(\mu : \Sigma \to [a, b]_+\) is the \(\sigma\)-\(\oplus\)-measure if

i) \(\mu(\emptyset) = 0, \)

ii) \(\mu\left( \bigcup_{i=1}^{\infty} A_i \right) = \bigoplus_{i=1}^{\infty} \mu(A_i) = \lim_{n \to \infty} \bigoplus_{i=1}^{n} \mu(A_i), \)

where \((A_i)_{i \in \mathbb{N}}\) is a sequence of pairwise disjoint sets from \(\Sigma\).

If \(\oplus\) is an idempotent operation, then disjointness of sets and condition i) can be omitted.

If \(e: X \to [a, b]\) is an elementary function of the following representation
\[ e = \bigoplus_{i=1}^{\infty} a_i \odot \chi_{A_i}, \]
where \(a_i \in [a, b], A_i \in \Sigma\) and \(\chi_A\) is the pseudo-characteristic function of a set \(A\) given by
\[ \chi_A(x) = \begin{cases} 1 & \text{for } x \in A, \\ 0 & \text{for } x \notin A, \end{cases} \]  
(1)

the pseudo-integral of \(e\) with respect to \(\sigma\)-\(\oplus\)-measure \(\mu\) is
\[ \int_{X} e \odot d\mu = \bigoplus_{i=1}^{\infty} a_i \odot \mu(A_i). \]
The pseudo-integral of a bounded measurable function \(f : X \to [a, b]\) is
\[ \int_{X} f \odot d\mu = \lim_{n \to \infty} \int_{X} \varphi_n \odot d\mu, \]  
(2)
where \((\varphi_n)_{n \in \mathbb{N}}\) is a sequence of elementary functions such that \(d(\varphi_n(x), f(x)) \to 0\) uniformly while \(n \to \infty\) and \(d\) is previously mentioned metric. Proof of existence of sequence \((\varphi_n)_{n \in \mathbb{N}}\) as well as construction of functions \(\varphi_n\) can be found in [13].

Remark 1 Construction of the pseudo-integral for non idempotent pseudo-addition additionally requires that for each \(\varepsilon > 0\) exists a monotone \(\varepsilon\)-net in \(f(X)\) (see [13]).

The pseudo-integral of function \(f\) on some arbitrary subset \(A\) of \(X\) is given by
\[ \int_{A} f \odot d\mu = \int_{X} (f \odot \chi_{A}) \odot d\mu, \]  
(3)
where \(\chi_A\) is the pseudo-characteristic function (1).

3 Pseudo-integral of set-valued functions

The definition of set-valued pseudo-integral will be given in this section.

Let \(([a, b], \oplus, \odot)\) be a semiring as described in the previous section. Let \(f : X \to [a, b]_+\) be a measurable real-valued function, i.e., sets of the form \(\{x | \alpha < f(x)\}\) are measurable for all \(\alpha \in [a, b]_+\). Further more, let us suppose that function \(f\) is integrable with respect to pseudo-integral given by (2), that is, let \(\int_{X} f \odot d\mu\) exist as a finite value in the sense of semiring \(([a, b], \oplus, \odot)\). The family of all measurable and integrable functions with respect to measure \(\mu\) and pseudo-integral (2) will be denoted with \(L^1_{\oplus}(\mu)\).

Let \(\mathcal{F}\) be the class of all closed subsets of \([a, b]_+\). A set-valued function is a function from \(X\) to \(\mathcal{F}\)\(\setminus\emptyset\). Further on, by a measurable set-valued function we shall consider set-valued functions with measurable graph.

Definition 2 Let \(F\) be a set-valued function. The pseudo-integral of \(F\) on \(A \in \Sigma\) is
\[ \int_{A} F \odot d\mu = \left\{ \int_{A} f \odot d\mu \mid f \in S(F) \right\}, \]  
(4)
where \(S(F)\) is the family of \(\mu\)-a.e. measurable selections of \(F\), i.e.
\[ S(F) = \{ f \in L^1_{\oplus}(\mu) \mid f(x) \in F(x) \text{ \(\mu\)-a.e. on } X \}. \]
Specially, when \( f^\oplus \) coincides with Lebesgue integral (see ([12, 13])), integral (4) is the classical Aumann’s integral ([1]).

The first question that arises is the question of pseudo-integrability of set-valued functions.

**Definition 3** A set-valued function \( F : X \to \mathcal{F}\setminus\{\emptyset\} \) is pseudo-integrable on \( A \in \Sigma \) if

\[
\int_A^\oplus F \odot d\mu \neq \emptyset.
\]

In order to address this issue, the following property of set-valued functions has to be defined:

**Definition 4** A set-valued function \( F \) is pseudo-integrably bounded if there is a function \( h \in L^1_\Sigma(\mu) \) such that:

i) \( \bigoplus_{x \in F(x)} \alpha \preceq \inf_{x \in F(x)} h(x) \), for idempotent pseudo-addition,

ii) \( \sup_{x \in F(x)} \alpha \preceq \inf_{x \in F(x)} h(x) \), for pseudo-addition given by increasing generator \( g \),

iii) \( \inf_{x \in F(x)} \alpha \preceq \inf_{x \in F(x)} h(x) \), for pseudo-addition given by decreasing generator \( g \).

Sufficient condition for pseudo-integrability of set-valued function \( F \) is given by the following proposition.

**Proposition 5** If \( F \) is a pseudo-integrably bounded set-valued function, then \( F \) is pseudo-integrable.

**Proof.** Let \( F \) be a pseudo-integrably bounded set-valued function and let \( h \) be a function from Definition 4. Let \( f \) be a selection of \( F \), i.e., \( f(x) \in F(x) \) \( \mu \)-a.e. on \( X \). It can be easily shown that, under give assumptions, the following holds almost everywhere \( f \preceq h \).

Now, properties of the pseudo-integral will insure us

\[
\int_X^{\oplus} f \odot d\mu \preceq \int_X^{\oplus} h \odot d\mu
\]

(see [13]). Since we assumed that \( h \) is integrable function, due to the properties of semiring \( ([a, b], \oplus, \odot) \) function \( f \) is also integrable, i.e., set (4) is not empty.

\[\square\]

**Example 6**

(a) Let us consider semiring of the first class, e.g. \( ([a, b], \max, +) \). Then, \( \sigma\odot \)-measure \( \mu \) is given by some function \( l : \mathbb{R} \to [a, b] \) as \( \mu(A) = \sup_{x \in A} l(x) \) (see [11, 12, 13]). In this case, pseudo-integral of some set-valued function \( F \) has the following form

\[
\int_A^{\oplus} F \odot d\mu = \left\{ \sup_{x \in A} (f(x) + l(x)) \mid f \in S(F) \right\}.
\]

(b) If \( ([a, b], \oplus, \odot) \) is a semiring of the second class pseudo-operations are given by generating function \( g : [a, b] \to [0, \infty] \) as \( x \oplus y = g^{-1}(g(x) + g(y)) \) and \( x \odot y = g^{-1}(g(x)g(y)) \) (see [6, 8, 10, 12, 13, 15]), therefore pseudo-integral of some set-valued function \( F \) is

\[
\int_{[c, d]}^{\oplus} F \odot d\mu = \left\{ g^{-1}\left( \left\{ \int g \odot f \odot d\mu \right\} \mid f \in S(F) \right) \right\}.
\]

(c) Semiring \( ([a, b], \min, \max) \) is a semiring of the third class. Now, \( \sigma\odot \)-measure \( \mu \) is given by some function \( l : \mathbb{R} \to [a, b] \) as \( \mu(A) = \inf_{x \in A} l(x) \). In this case, pseudo-integral of some set-valued function \( F \) has the following form

\[
\int_A^{\oplus} F \odot d\mu = \left\{ \inf_{x \in A} \left( \max(f(x), l(x)) \right) \mid f \in S(F) \right\}.
\]

**Remark 7** Problem of pseudo-integral of set-valued function for semiring of the second class given by increasing continuous generator had been investigated in [3].

### 4 Basic properties of set-valued pseudo-integral

Some basic properties of integral given by Definition 4 will be presented in this section.

**Proposition 8** Let \( F \) be pseudo-integrably set-valued function, \( F_1 \) and \( F_2 \) pseudo-integrably bounded set-valued functions and let \( A, B \in \Sigma \).

i) If \( A \subset B \) then \( \int_A^{\oplus} F \odot d\mu \preceq \int_B^{\oplus} F \odot d\mu \).

ii) If \( F_1 \preceq F_2 \) then \( \int_X^{\oplus} F_1 \odot d\mu \preceq \int_X^{\oplus} F_2 \odot d\mu \).

iii) If \( \mu(A) = 0 \) then \( \int_A^{\oplus} F \odot d\mu = \emptyset \).

iv) If \( 0 \ll \alpha \) then

\[
\int_X^{\oplus} (\alpha \odot F) \odot d\mu = \alpha \odot \int_X^{\oplus} F \odot d\mu.
\]
Remark 9 Relation "less or equal" applied on sets from $\mathcal{F}$ in Proposition 8 is given in the following sense: if $C, D \in \mathcal{F}$ and $C \preceq D$ then

for all $x \in C$ there exists $y \in D$ such that $x \preceq y$

and

for all $y \in D$ there exists $x \in C$ such that $x \preceq y$.

Proof of Proposition 8.

i) Let us suppose that $x \in \int_A^\oplus F \odot d\mu$. Then, by Definition 4, there exists $f \in S(F)$ such that $x = \int_A^\oplus f \odot d\mu$. Now, (3) gives us following

$$x = \int_X (f \odot \chi_A) \odot d\mu.$$ 

Since it can be easily shown that in our case $f \odot \chi_A \preceq f \odot \chi_B$, properties of pseudo-integral will ensure

$$\int_X (f \odot \chi_A) \odot d\mu \preceq \int_X (f \odot \chi_B) \odot d\mu.$$ 

Obviously,

$$\int_X (f \odot \chi_B) \odot d\mu = \int_B f \odot d\mu \in \int_B F \odot d\mu,$$

therefore there exists

$$y = \int_B f \odot d\mu \in \int_B F \odot d\mu,$$

such that $x \preceq y$.

Proof that for $y \in \int_B^\oplus F \odot d\mu$ exists $x \in \int_A^\oplus F \odot d\mu$ such that $x \preceq y$ is analogous to the previously shown part "for all $x \in \int_A^\oplus F \odot d\mu$ exists $y \in \int_B^\oplus F \odot d\mu$ such that $x \preceq y".

ii) As in i), it has to be proved that for all $x \in \int_X^\oplus F_1 \odot d\mu$ exists $y \in \int_X^\oplus F_2 \odot d\mu$ such that $x \preceq y$ and vice versa, i.e., that for all $y \in \int_X^\oplus F_2 \odot d\mu$ exists $x \in \int_X^\oplus F_1 \odot d\mu$ such that $x \preceq y$.

Since $F_1$ is pseudo-integrably bounded set-valued function, it is pseudo-integrable set-valued functions, i.e., $\int_X^\oplus F_1 \odot d\mu \neq \emptyset$, therefor let $x = \int_X^\oplus f \odot d\mu$ for some $f \in S(F_1)$. Let us suppose that $\oplus$ is max or strict pseudo-operation given by increasing generator. Now, having in mind that $F_1(u) \preceq F_2(u)$ for all $u \in X$, following function can be defined:

$$k(u) = \sup \{v \mid v \in F_2(u), f(u) \preceq v\}.$$ 

Obviously $f \preceq k$ and, since $\mathcal{F}$ is a family of closed sets, $k(u) \in F_2(u)$. Based on the assumption that $F_2$ is also pseudo-integrably bounded set-valued function and on properties of pseudo-integral, it can be easily shown that $k \in L^1_\mu$ and that required $y$ is of the form

$$y = \int_X k \odot d\mu = \int_X F_2 \odot d\mu.$$ 

If pseudo-addition in question is min or strict operation given by decreasing generator, for given $x = \int_X^\oplus f \odot d\mu$ required $y \in \int_X^\oplus F_2 \odot d\mu$ can be obtained through function

$$k(u) = \inf \{v \mid v \in F_2(u), f(u) \preceq v\}.$$ 

as $y = \int_X^\oplus k \odot d\mu$.

Proof of part "for all $y \in \int_X^\oplus F_2 \odot d\mu$ there exists $x \in \int_X^\oplus F_1 \odot d\mu$ such that $x \preceq y"$ if $\oplus$ is max or strict pseudo-operation given by increasing generator, then proof is based on function

$$k_2(u) = \inf \{v \mid v \in F_1(u), v \preceq f_2(u)\},$$

i.e., for $y = \int_X^\oplus f_2 \odot d\mu$, $f_2 \in S(F_2)$, required $x$ is $\int_X^\oplus k_2 \odot d\mu$. Analogously, if $\oplus$ is min or strict pseudo-operation given by decreasing generator, then proof is based on function

$$k_2(u) = \sup \{v \mid v \in F_1(u), v \preceq f_2(u)\},$$

i.e., for $y = \int_X^\oplus f_2 \odot d\mu$, $f_2 \in S(F_2)$, required $x$ is $\int_X^\oplus k_2 \odot d\mu$.

Statements iii) and iv) follow directly from Definition 4 and properties of the pseudo-integral (see [11, 13]).

Also, for set-valued pseudo-integrals pseudo-convex property can be easily shown, where by pseudo-convex set following is considered:

$$\text{set } A \subset [a, b] \text{ is pseudo-convex if for } x, y \in A \text{ and } \alpha, \beta \in [a, b]^+ \text{ where } \alpha \oplus \beta = 1 \text{ holds }$$

$$\alpha \odot x \oplus \beta \odot y \in A.$$ 

(5)

Proposition 10 Let $F$ be a measurable set-valued function such that $F(x)$ is pseudo-convex for $\mu$-a.e. $x \in X$. Then, $\int_X^\oplus F \odot d\mu$ is a pseudo-convex subset of $[a, b]^+$.

Proof. Proof follows directly from property of pseudo-convex sets (5) and Definition 4.

5 Conclusion

Topic presented here belongs to a contemporary field of mathematics that has been successfully applied in economic analysis. Further research of this combination of set-valued functions theory and pseudo-analysis
will be directed to the problems of convergence for sequences of set-valued pseudo-integrals and possible applications.
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Abstract

Following M. Krachounov ([5]), max and min operations with fuzzy sets are considered instead of Lukasiewicz ones ([6], [7], [8], [9]). Hence the domain $F$ of a probability $m : F \to [0,1]$ consists on IF-events $A = (\mu_A, \nu_A)$ i.e. mappings from a measurable space $(\Omega, \mathcal{S})$ to the unit square ([1]). Local representation of sequences of $M$-observables by random variables is constructed and three kinds of convergences are characterized: convergence in distribution, convergence in measure, and almost everywhere convergence.

Keywords: IF-events, M-states, M-observables.

1 Introduction

Although the notion of an IF set is given uniquely, operations on them present a large variety. In this paper we shall consider max and min operations. First let us repeat the basic definitions.

Let $(\Omega, \mathcal{S})$ be a measurable space. By an IF-event we mean any pair $A = (\mu_A, \nu_A)$ of $\mathcal{S}$-measurable functions, such that $\mu_A \geq 0, \nu_A \geq 0$, and $\mu_A + \nu_A \leq 1$.

An important notion is the ordering

$A \leq B \iff \mu_A \leq \mu_B, \nu_A \geq \nu_B$.

We shall use the following connectives for $a, b \in \mathbb{R}$:

$a \vee b = \max(a, b)$,

$a \wedge b = \min(a, b)$.

As we have shown in [8] it is a special case of a general definition given axiomatically. Of course, also in the axiomatic approach, the probability $A \mapsto \mathcal{P}(A) = [P^\flat(A), P^\sharp(A)]$ can be reduced to two states $\mathcal{P}^\flat, \mathcal{P}^\sharp : F \to [0,1]$. On the other hand the study of states on IF-events cannot be reduced to two coordinate mappings on fuzzy sets (see Proposition 2.3 and Example 2.5).

Of course, from the classical point of view the probability theory has two basic notions: probability, and random variable, in the non-commutative case state and observable. This approach in the IF -probability case is very fruitful. The space of IF-events can be embedded in a suitable MV-algebra, hence all results of the MV-algebra probability theory ([11], [12]) can be applied to the IF-case ([6], [7], [8], [9], [10]).

On the other hand the Krachounov proposal [5] need probably another approach. Generally probability can be defined for any t-norm and t-conorm ([2]). Of course, in this moment we are able to prove the existence of the joint observable only in the case of Lukasiewicz connectives and the Zadeh max - min
connectives ([10]). The M-probability theory on IF-events cannot be reduced to the corresponding theory on fuzzy sets. On the other hand the obtained results working for IF-events are new also for M-probabilities on fuzzy events.

The existence of the joint observable is the key to the basic assertions of the probability theory. Our paper enables to translate some known convergence theorems of the Kolmogorov theory to the M-probability case. We present as the main result the translation formulas (Theorem 3.3). From the convergence of suitable sequence of random variables the corresponding convergence of a sequence of M-observables follows. In Section 2 some notions and preliminary useful results are presented.

2 States and observables

Definition 2.1 A mapping $p : \mathcal{F} \rightarrow [0, 1]$ is called M-state if the following properties are satisfied:

(i) $m((1_{\Omega}, 0_{\Omega})) = 1, m((0_{\Omega}, 1_{\Omega})) = 0$;
(ii) $m(A) + m(B) = m(A \lor B) + m(A \land B)$ for any $A, B \in \mathcal{F}$;
(iii) $A \not\rightarrow A, B \not\rightarrow B \Rightarrow m(A_n) \not\rightarrow m(A), m(B_n) \not\rightarrow m(B)$.

Definition 2.2 A mapping $m : \mathcal{F} \rightarrow [0, 1]$ is an IF-state if the following properties are satisfied:

(i) $m((1_{\Omega}, 0_{\Omega})) = 1, m((0_{\Omega}, 1_{\Omega})) = 0$;
(ii) $m(A) + m(B) = m(A \oplus B) + m(A \odot B)$ for any $A, B \in \mathcal{F}$;
(iii) $A \not\rightarrow A, B \not\rightarrow B \Rightarrow m(A_n) \not\rightarrow m(A), m(B_n) \not\rightarrow m(B)$.

Here

\[ A \oplus B = (\mu_A \land \mu_B, \nu_A \lor \nu_B) \]
\[ A \odot B = (\mu_A \lor \mu_B, \nu_A \land \nu_B) \]
\[ f \oplus g = \min(f + g, 1), \]
\[ f \odot g = \max(f + g - 1, 0) \]

Proposition 2.3 A mapping $m : \mathcal{F} \rightarrow [0, 1]$ is an IF-state if and only if there exist a probability $P : \mathcal{S} \rightarrow [0, 1]$ and $\alpha \in [0, 1]$ such that

\[ m(A) = (1 - \alpha) \int_{\Omega} \mu_A dP + \alpha (1 - \int_{\Omega} \nu_A dP) \quad (1) \]

for any $A = (\mu_A, \nu_A) \in \mathcal{F}$.

Proof. [8]

Proposition 2.4 Any IF-state is an M-state.

Proof. It follows by Prop.2.3.

Example 2.5 Let $T$ be the tribe of all $\mathcal{S}$-measurable functions $f : \Omega \rightarrow [0, 1]$. Let $m$ be an IF-state on $\mathcal{F}, m : \mathcal{F} \rightarrow [0, 1]$. Evidently $(1 - f) \in \mathcal{F}$, hence we can define the mapping $\overline{m} : T \rightarrow [0, 1]$ by the formula

\[ \overline{m}(f) = m((1 - f)) \]

Evidently $\overline{m}$ is a state on $T$, hence by the Butnariu-Klement theorem ([2]) there exists a probability $P : \mathcal{S} \rightarrow [0, 1]$ such that

\[ \overline{m}(f) = \int_{\Omega} f dP, \quad (2) \]

for any $f \in T$. Of course, the formula (2) does not imply (1), we see that the IF-approach cannot be co-ordinatwisely reduced to the fuzzy approach.

Example 2.6 Fix $x_0 \in \Omega$ and put

\[ m(A) = \frac{1}{2} (\mu_A(x_0) + 1 - \nu_A(x_0)). \]

Since $(\mu_A \lor \mu_B)^2 + (\mu_A \land \mu_B)^2 = \mu_A^2 + \mu_B^2$, it is not difficult to see that $m$ is an M-state. Put

\[ \mu_A(x) = \mu_B(x) = \frac{1}{4}, \nu_A(x) = \nu_B(x) = \frac{1}{2} \]

for any $x \in \Omega$. Then

\[ m(A) = m(B) = \frac{13}{32}. \]

On the other hand

\[ A \oplus B = ((\frac{1}{2})_{\Omega}, 0_{\Omega}), A \odot B = (0_{\Omega}, 1_{\Omega}), \]

hence

\[ m(A \oplus B) = \frac{5}{8}, m(A \odot B) = \frac{5}{8} + 0 \neq \frac{13}{32} + \frac{13}{32} = m(A) + m(B). \]

Although the probability theory on IF-events studied in [6, 7, 8, 9, 10] seems to be satisfactory, the previous facts lead us to an experience to create basic instruments for an alternative M-probability theory. Of course, the crucial notion is the notion of an M-observable.

Definition 2.7 An M-observable is a mapping $x : \mathcal{B}(\mathbb{R}) \rightarrow \mathcal{F}$ satisfying the following conditions:

(i) $x(\emptyset) = (0_{\Omega}, 0_{\Omega}), x(\Omega) = (0_{\Omega}, 1_{\Omega});$
(ii) $x(A \cup B) = x(A) \lor x(B), x(A \cap B) = x(A) \land x(B)$

for any $A, B \in \mathcal{B}(\mathbb{R})$. 
Proposition 2.8 If $x : \mathcal{B}(R) \rightarrow \mathcal{F}$ is an $M$-observable, and $m : \mathcal{F} \rightarrow [0,1]$ is an $M$-state, then $m \circ x : \mathcal{B}(R) \rightarrow [0,1]$ is a probability measure.

Proof. Evidently $m(x(R)) = m(1_\Omega) = 1$. Also continuity of $m \circ x$ is clear. Let $A \cap B = \emptyset$. Then $x(A) \cap x(B) = x(\emptyset) = (0_\Omega, 1_\Omega)$. Therefore

$$m(x(A \cup B)) = m(x(A) \cup x(B)) = m(x(A)) + m(x(B)).$$

Definition 2.9 Let $x, y : \mathcal{B}(R) \rightarrow \mathcal{F}$ be $M$-observables. The joint $M$-observable of $x$ and $y$ is a mapping $h : \mathcal{B}(R^2) \rightarrow \mathcal{F}$ satisfying the following conditions:

(i) $h(R^2) = (1_\Omega, 0_\Omega), h(\emptyset) = (0_\Omega, 1_\Omega)$;

(ii) $h(A \cup B) = h(A) \cup h(B), h(A \cap B) = h(A) \cap h(B)$ for any $A, B \in \mathcal{B}(R^2)$;

(iii) $A_n \not\to A, B_n \not\to B \implies x(A_n) \not\to x(A), x(B_n) \not\to x(B)$.

Theorem 2.10 For any $M$-observables there exists their joint $M$ observable.

Proof. [10] Theorem 2.2.2.

3 Convergence of $M$-observables

The aim of the paper is a characterization of sequences on $M$-observables by the convergence of random variables.

Definition 3.1 Let $y_1, y_2, \ldots$ be a sequence of $M$-observables, $y_n : \mathcal{B}(R) \rightarrow \mathcal{F}, p : \mathcal{F} \rightarrow [0,1]$ be an $M$-state.

(i) The sequence is said to converge in distribution to a function $F : R \rightarrow [0,1]$ if for each $t \in R$

$$\lim_{n \to \infty} p(y_n((-\infty, t))) = F(t).$$

(ii) The sequence is said to converge in measure to 0 if for each $\varepsilon > 0$

$$\lim_{n \to \infty} p(y_n((-\infty, \varepsilon))) = 1.$$
p(y_n((−ε, ε))) = P(η_n^−1((−ε, ε))),
what implies (i) and (ii). Let now η_n converges to 0
P-almost everywhere. We have

\[ P(\bigcap_{n=k}^{k+i} η_n^−1((−\frac{1}{p}, \frac{1}{p}))) = \]

\[ p(h_{k+i}(\bigcap_{n=k}^{k+i} \{t_1, ..., t_{k+i}: g_n(t_1, ..., t_n) \in ((−\frac{1}{p}, \frac{1}{p})\})) ≤ \]

\[ ≤ p(\bigcap_{n=1}^{k+i} y_n((−\frac{1}{p}, \frac{1}{p}))) = \]

\[ = p(\bigcap_{n=1}^{k+i} η_n^−1((−\frac{1}{p}, \frac{1}{p}))) = \]

Therefore

\[ 1 ≤ \lim_{p→∞} \lim_{k→∞} \lim_{i→∞} p(\bigcap_{n=k}^{k+i} y_n((−\frac{1}{p}, \frac{1}{p}))) ≤ 1, \]

hence \((y_n)_{n=1}^∞\) converges to 0 p-almost everywhere.
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Abstract

The aim of this paper is to define the lower and upper limits on the family of IF-events with product. We compare two concepts of almost everywhere convergence and we show that they are equivalent, too.
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1 Introduction

In recent years the theory of IF-sets introduced by Atanassov ([1]) has been studied by many authors. An IF-set $A$ on a space $Ω$ is a couple $(μ_A, ν_A)$, where $μ_A : Ω → [0, 1], ν_A : Ω → [0, 1]$ are functions such that $μ_A(ω) + ν_A(ω) ≤ 1$ for each $ω ∈ Ω$ (see [1]). The function $μ_A$ is called the membership function, the function $ν_A$ is called the non membership function.

In [4] Grzegorzewski and Mrówka defined the probability on the family of IF-events $N = \{(μ_A, ν_A); μ_A + ν_A ≤ 1\}$, where $μ_A, ν_A$ are $S$-measurable, as a mapping $P$ from the family $N$ to the set of all compact intervals in $R$ by the formula

$$P((μ_A, ν_A)) = \left[\int_{Ω} μ_A \, dP, 1 - \int_{Ω} ν_A \, dP\right],$$

where $(Ω, S, P)$ is probability space. This IF-probability was axiomatically characterized by B. Riečan (see [13]).

More general situation was studied in [16], where the author introduced the notion of IF-probability on the family $F = \{(f, g); f, g ∈ T, f + g ≤ 1\}$, where $T$ is a Lukasiewicz tribe, as a mapping $P$ from the family $F$ to the family $J$ of all closed intervals $(a, b)$ such that $0 ≤ a ≤ b ≤ 1$. Variant of Central limit theorem and Weak law of large numbers were proved as an illustration of method applied on these IF-events. It can see in the papers [10, 11].

More general situation was used in [9]. The authors defined the IF-probability on the family $M = \{(a, b) ∈ M, a + b ≤ u\}$, where $M$ is $σ$-complete MV-algebra, which can be identified with the unit interval of a unique $ℓ$-group $G$ with strong unit $u$, in symbols,

$$M = Γ(G, u) = (\langle 0, u \rangle, 0, u, ¬, ⊕, ⊙)$$

where $\langle 0, u \rangle = \{a ∈ G; 0 ≤ a ≤ u\}, ¬a = u - a, a ⊕ b = (a + b) ∧ u, a ⊙ b = (a + b - u) ∨ 0$ (see [17]). We say that $G$ is the $ℓ$-group (with strong unit $u$) corresponding to $M$.

By an $ℓ$-group we shall mean a lattice-ordered Abelian group. For any $ℓ$-group $G$, an element $u ∈ G$ is said to be a strong unit of $G$, if for all $a ∈ G$ there is an integer $n ≥ 1$ such that $nu ≥ a$.

The independence of IF-observables, the convergence of IF-observables and the Strong law of large numbers were studied on this family of IF-events, see [6, 7].

In paper [8] we defined the product operation on the family $F$ of IF-events

$$F = \{(f, g); f, g ∈ T, f + g ≤ 1\},$$

where $T$ is a Lulasiewicz tribe. We formulated the version of conditional IF-probability on this family, too. In this paper we introduce the notion of lower and upper limits and show two concepts of almost everywhere convergence. In Section 2 we introduce the operations on $F$ and $J$, where $J$ is the family of all closed intervals $(a, b)$ such that $0 ≤ a ≤ b ≤ 1$. 
2 Basic notions

Now we introduce operations on $\mathcal{F}$. Let $A = (a_1, a_2)$, $B = (b_1, b_2)$. Then we define

$$A \oplus B = (a_1 \oplus b_1, a_2 \circ b_2) \quad \text{and} \quad A \odot B = (a_1 \circ b_1, a_2 \odot b_2),$$

where $\oplus$ and $\circ$ are operations on IF-observables in a family of IF-events $\mathcal{F}$ with IF-probability $\mathcal{P}$. We write $x_{IF} = \limsup_{n \to \infty} x_n$ if $x_{IF}$:

(i) $x(1, 0)$;

(ii) if $A \cap B = \emptyset$, then $x(A) \cap x(B) = (0, 1)$ and $x(A \cup B) = x(A) \cup x(B)$;

(iii) if $A_n \not\to A$, then $x(A_n) \not\to x(A)$.

By product operation on $\mathcal{F}$ we understand any binary operation $\cdot$ satisfying the following conditions:

(i) $1 \cdot (a_1, a_2) = (a_1, a_2)$ for each $(a_1, a_2) \in \mathcal{F}$;

(ii) the operation $\cdot$ is commutative and associative;

(iii) if $(a_1, a_2) \cap (b_1, b_2) = (0, 1)$ and $(a_1, a_2), (b_1, b_2) \in \mathcal{F}$, then

$$c_1 \cdot (a_1, a_2) \cap (b_1, b_2) = (c_1 \cdot (a_1, a_2)) \cap ((c_1, c_2) \cdot (b_1, b_2))$$

for each $(c_1, c_2) \in \mathcal{F}$;

(iv) if $(a_{1n}, a_{2n}) \cap (0, 1), (b_{1n}, b_{2n}) \cap (0, 1)$ and $(a_{1n}, a_{2n}), (b_{1n}, b_{2n}) \in \mathcal{F}$, then $(a_{1n}, a_{2n}) \cdot (b_{1n}, b_{2n}) \cap (0, 1)$.

The next important notion is notion of IF-observable.

By **IF-observable on** $\mathcal{F}$ we understand any mapping $x : \mathcal{B}(\mathbb{R}) \to \mathcal{F}$ satisfying the following conditions:

By an **IF-probability on** $\mathcal{F}$ we understand any function $\mathcal{P} : \mathcal{F} \to \mathcal{T}$ satisfying the following properties:

(i) $\mathcal{P}((1, 0)) = (1, 1) = 1$ ; $\mathcal{P}((0, 1)) = (0, 0) = 0$;

(ii) if $A \cap B = (0, 1)$ and $A, B \in \mathcal{F}$, then $\mathcal{P}(A \cap B) = \mathcal{P}(A) + \mathcal{P}(B)$;

(iii) if $A_n \not\to A$, then $\mathcal{P}(A_n) \not\to \mathcal{P}(A)$.

By product operation on $\mathcal{F}$ we understand any binary operation $\cdot$ satisfying the following conditions:

(i) $1 \cdot (a_1, a_2) = (a_1, a_2)$ for each $(a_1, a_2) \in \mathcal{F}$;

(ii) the operation $\cdot$ is commutative and associative;

(iii) if $(a_1, a_2) \cap (b_1, b_2) = (0, 1)$ and $(a_1, a_2), (b_1, b_2) \in \mathcal{F}$, then

$$c_1 \cdot (a_1, a_2) \cap (b_1, b_2) = (c_1 \cdot (a_1, a_2)) \cap ((c_1, c_2) \cdot (b_1, b_2))$$

for each $(c_1, c_2) \in \mathcal{F}$;

(iv) if $(a_{1n}, a_{2n}) \cap (0, 1), (b_{1n}, b_{2n}) \cap (0, 1)$ and $(a_{1n}, a_{2n}), (b_{1n}, b_{2n}) \in \mathcal{F}$, then $(a_{1n}, a_{2n}) \cdot (b_{1n}, b_{2n}) \cap (0, 1)$.

The operation $\cdot$ defined by

$$x_1 \cdot y_1 \cdot x_2, y_2 = (x_1 \cdot x_2, y_1 + y_2 - y_1 \cdot y_2)$$

for each $(x_1, y_1), (x_2, y_2) \in \mathcal{F}$ is a product operation on $\mathcal{F}$ (see [8]).

3 Lower and upper limits

The aim of this section is a modification of almost everywhere convergence with help of lim sup and lim inf and the construction of translation formulas for these limits. First we define max-min connectives

$$A \lor B = (a_1 \lor b_1, a_2 \lor b_2),$$

$$A \land B = (a_1 \land b_1, a_2 \land b_2)$$

and IF-ordering

$$A \leq B \iff a_1 \leq b_1 \text{ and } a_2 \geq b_2.$$
\( B(\mathbb{R}) \rightarrow \mathcal{F} \) is an IF-observable having the following property
\[
\pi_{IF}((-\infty, t)) = \bigvee_{p=1}^{\infty} \bigwedge_{k=1}^{\infty} x_n(-\infty, t - \frac{1}{p}),
\]
for all \( t \in \mathbb{R} \).

Note that if another IF-observable satisfies the above condition then \( \mathcal{P} \circ \pi = \mathcal{P} \circ \pi_{IF} \).

Similarly we write \( \underline{\pi}_{IF} = \lim \inf_{n->\infty} x_n \) if \( \underline{\pi}_{IF} : B(\mathbb{R}) \rightarrow \mathcal{F} \) is an IF-observable satisfying the condition
\[
\underline{x}_{IF}((-\infty, t)) = \bigvee_{p=1}^{\infty} \bigwedge_{k=1}^{\infty} x_n(-\infty, t - \frac{1}{p}),
\]
for all \( t \in \mathbb{R} \).

**Theorem 3.2** The IF-observables \( \pi_{IF}, \underline{\pi}_{IF} \) from Definition 3.1 can be expressed in the following form
\[
\pi_{IF}(A) = \left( \overline{x}_T(A), 1 - \overline{x}_T(A) \right),
\]
\[
\underline{\pi}_{IF}(A) = \left( \underline{x}_T(A), 1 - \underline{x}_T(A) \right),
\]
for each \( A \in B(\mathbb{R}) \). Here \( \overline{x}_T, \underline{x}_T \) are upper and lower limits of sequence \( \langle x_n^\ast \rangle_1^\infty \) of observables in tribe \( \mathcal{T} \) and \( \overline{x}_T, \underline{x}_T \) are upper and lower limits of sequence \( \langle x_n^\ast \rangle_1^\infty \) of observables in tribe \( \mathcal{T} \) (see [18]).

**Proof.** Let \( (x_n)_1^\infty \) be a sequence of IF-observables. Denote
\[
x_n(A) = (x_n^\ast(A), 1 - x_n^\ast(A))
\]
for each \( A \in B(\mathbb{R}) \), then \( x_n, x_n^\ast : B(\mathbb{R}) \rightarrow \mathcal{T} \) are observables for every \( n \in \mathbb{N} \).

Therefore using definition of max-min connectives \( \vee, \wedge \) we obtain
\[
\pi_{IF}((-\infty, t)) = \bigvee_{p=1}^{\infty} \bigwedge_{k=1}^{\infty} x_n(-\infty, t - \frac{1}{p}) = \left( \bigvee_{p=1}^{\infty} \bigwedge_{k=1}^{\infty} x_n^\ast(-\infty, t - \frac{1}{p}), 1 - \bigvee_{p=1}^{\infty} \bigwedge_{k=1}^{\infty} x_n^\ast(-\infty, t - \frac{1}{p}) \right) = \left( \overline{x}_T(-\infty, t), 1 - \overline{x}_T(-\infty, t) \right)
\]
and
\[
\underline{x}_{IF}((-\infty, t)) = \bigvee_{p=1}^{\infty} \bigwedge_{k=1}^{\infty} x_n(-\infty, t - \frac{1}{p}) = \left( \bigwedge_{p=1}^{\infty} \bigvee_{k=1}^{\infty} x_n^\ast(-\infty, t - \frac{1}{p}), 1 - \bigwedge_{p=1}^{\infty} \bigvee_{k=1}^{\infty} x_n^\ast(-\infty, t - \frac{1}{p}) \right) = \left( \underline{x}_T(-\infty, t), 1 - \underline{x}_T(-\infty, t) \right)
\]
for every \( t \in \mathbb{R} \). \( \Box \)

**Proposition 3.1** Let \( x_1, x_2, \ldots \) be a sequence of IF-observables in a family \( \mathcal{F} \) of IF-events with IF-probability \( \mathcal{P} \). Suppose that both IF-observables \( \pi_{IF} \) and \( \underline{\pi}_{IF} \) exist. Then for every \( t \in \mathbb{R} \)
\[
\pi_{IF}((-\infty, t)) \leq \underline{x}_{IF}((-\infty, t)).
\]

**Proof.** Let \( x_1, x_2, \ldots \) be a sequence of IF-observables. Suppose that both IF-observables \( \pi_{IF} \) and \( \underline{x}_{IF} \) exist, then by **Theorem 3.2** there exist observables \( \overline{x}, \overline{x}_T, \overline{x}_T \) and \( \underline{x}_T \) in tribe \( \mathcal{T} \). Since from **Proposition 8.6.4** in [18] the following inequalities hold for every \( t \in \mathbb{R} \)
\[
\overline{x}_T((-\infty, t)) \leq x^n_T((-\infty, t)), \quad (1)
\]
\[
\overline{x}_T((-\infty, t)) \leq x^n_T((-\infty, t)), \quad (2)
\]
then we obtain
\[
1 - \overline{x}_T((-\infty, t)) \geq 1 - x^n_T((-\infty, t)) \quad (2)
\]
by simply modifications.

Hence by (1), (2) and **Theorem 3.2** we have
\[
\pi_{IF}((-\infty, t)) \leq \underline{x}_{IF}((-\infty, t)).
\]

**Definition 3.3** A sequence \( x_1, x_2, \ldots \) of IF-observables in family of IF-events \( \mathcal{F} \) with IF-probability \( \mathcal{P} \) is said to converge \( \mathcal{P} \)-almost everywhere to an IF-observable \( x \), if both IF-observables \( \pi_{IF}, \underline{\pi}_{IF} \) exist and for each \( t \in \mathbb{R} \)
\[
\mathcal{P}(\pi_{IF}(-\infty, t)) = \mathcal{P}((-\infty, t)) = \mathcal{P}(\underline{\pi}_{IF}(-\infty, t)).
\]

**Proposition 3.2** A sequence \( (x_n)_1^\infty \) of IF-observables in family of IF-event with product \( (\mathcal{F}_r) \) converges \( \mathcal{P} \)-almost everywhere to zero IF-observable \( 0_\mathcal{F} \) defined by
\[
0_\mathcal{F}(A) = \begin{cases} (0, 1), & \text{if } 0 \in A \\ (0, 1), & \text{if } 0 \notin A \end{cases}
\]
for each \( A \in B(\mathbb{R}) \) if and only if
\[
\mathcal{P} \left( \bigwedge_{p=1}^{\infty} \bigvee_{k=1}^{\infty} x_n(-\infty, t - \frac{1}{p}) \right) = (1, 1).
\]

**Proof.** \( \Rightarrow \) Let \( (x_n)_1^\infty \) converges \( \mathcal{P} \)-almost everywhere to \( 0_\mathcal{F} \). Then by **Definition 3.3** there exist the IF-observables \( \pi_{IF}, \underline{x}_{IF} \) such that the following equality holds for each \( t \in \mathbb{R} \),
\[
\mathcal{P}(\pi_{IF}(-\infty, t)) = \mathcal{P}(0_\mathcal{F}(-\infty, t)) = \mathcal{P}(\underline{x}_{IF}(-\infty, t)). \quad (3)
\]
Let $t > 0$. Then by (3), Theorem 3.2 and by definition of IF-observable $0_F$ we have
\[
P \left( \left( x^F(-\infty, t), 1 - x^F(-\infty, t) \right) \right) = P((1, 0)) =
\]
\[
= P \left( \left( x^F(-\infty, t), 1 - x^F(-\infty, t) \right) \right),
\]
\[
\left\langle P^F(x^F(-\infty, t)), P^F(x^F(-\infty, t)) \right\rangle = (0, 0) =
\]
\[
= \left\langle P^F(x^F(-\infty, t)), P^F(x^F(-\infty, t)) \right\rangle.
\]
Therefore
\[
P^F(x^F(-\infty, t)) = 1 = P^F(x^F(-\infty, t)) \hfill (4)
\]
\[
P^F(x^F(-\infty, t)) = 1 = P^F(x^F(-\infty, t)). \hfill (5)
\]
Now let $t \leq 0$. Then by (3), Theorem 3.2 and by definition of IF-observable $0_F$ we have
\[
P \left( \left( x^F(-\infty, t), 1 - x^F(-\infty, t) \right) \right) = P((1, 0)) =
\]
\[
= P \left( \left( x^F(-\infty, t), 1 - x^F(-\infty, t) \right) \right),
\]
\[
\left\langle P^F(x^F(-\infty, t)), P^F(x^F(-\infty, t)) \right\rangle = (0, 0) =
\]
\[
= \left\langle P^F(x^F(-\infty, t)), P^F(x^F(-\infty, t)) \right\rangle.
\]
Therefore
\[
P^F(x^F(-\infty, t)) = 0 = P^F(x^F(-\infty, t)) \hfill (6)
\]
\[
P^F(x^F(-\infty, t)) = 0 = P^F(x^F(-\infty, t)). \hfill (7)
\]
Finally by (4), (6) and Proposition 8.6.6 in [18] we obtain that the sequence of observables $(x^F_n)_{n=1}^\infty$ converges $P^F$-almost everywhere to an observable $0_T$ defined by
\[
0_T(A) = \begin{cases} 
1, & \text{if } 0 \notin A \\
0, & \text{if } 0 \notin A
\end{cases}
\]
for each $A \in \mathcal{B}(\mathbb{R})$. Similarly by (5), (7) and Proposition 8.6.6 in [18] we obtain that the sequence of observables $(x_n)_{n=1}^\infty$ converges $P^F$-almost everywhere to the observable $0_T$, too. Hence the equalities
\[
P^F \left( \bigvee_{p=1}^\infty \bigvee_{k=1}^\infty \bigvee_{n=k} x_n \left( - \frac{1}{p}, \frac{1}{p} \right) \right) = 1
\]
and
\[
P^F \left( \bigvee_{p=1}^\infty \bigvee_{k=1}^\infty \bigvee_{n=k} x_n \left( - \frac{1}{p}, \frac{1}{p} \right) \right) = 1
\]
hold from Theorem 3 in [15] and therefore we have
\[
P \left( \bigwedge_{p=1}^\infty \bigwedge_{k=1}^\infty \bigwedge_{n=k} x_n \left( - \frac{1}{p}, \frac{1}{p} \right) \right) = (1, 1).
\]
The proof of "⇐" is an analogue to the proof of "⇒".

The Proposition 3.2 says about equality of two kinds of definition of almost everywhere convergence in family of IF-events $\mathcal{F}$ with product.

Now we recall the notion of IF-distribution function defined in [6]. It is a mapping $F : \mathbb{R} \to \mathcal{F}$ given by formula
\[
F(t) = \mathcal{P}(x)((-\infty, t)) =
\]
\[
\left\langle \mathcal{P}^F((-\infty, t)), \mathcal{P}^F((-\infty, t)) \right\rangle = (F^F(t), F^F(t))
\]
for each $t \in \mathbb{R}$, where $F^F, F^F : \mathbb{R} \to (0, 1)$ are the distribution functions.

Proposition 3.3 Let $F : \mathbb{R} \to \mathcal{F}$ be an IF-distribution function and $(x_n)_{n=1}^\infty$ be a sequence of IF-observables. Let
\[
\varphi_{IF}(t) = \bigvee_{p=1}^\infty \bigvee_{k=1}^\infty \bigvee_{n=k} x_n \left( - \infty, t - \frac{1}{p} \right),
\]
\[
\psi_{IF}(t) = \bigwedge_{p=1}^\infty \bigwedge_{k=1}^\infty \bigwedge_{n=k} x_n \left( - \infty, t - \frac{1}{p} \right).
\]
If $F(t) = \mathcal{P} \circ \varphi_{IF}(t) = \mathcal{P} \circ \psi_{IF}(t)$ for each $t \in \mathbb{R}$, then there exist IF-observables $\varphi_{IF}, \psi_{IF} : \mathcal{B}(\mathbb{R}) \to \mathcal{F}$ such that
\[
\varphi_{IF}((-\infty, t)) = \varphi_{IF}(t),
\]
\[
\psi_{IF}((-\infty, t)) = \psi_{IF}(t)
\]
for each $t \in \mathbb{R}$.

Proof. Denote
\[
\varphi^F(t) = \bigvee_{p=1}^\infty \bigvee_{k=1}^\infty \bigvee_{n=k} x_n \left( - \infty, t - \frac{1}{p} \right),
\]
\[
\psi^F(t) = \bigwedge_{p=1}^\infty \bigwedge_{k=1}^\infty \bigwedge_{n=k} x_n \left( - \infty, t - \frac{1}{p} \right)
\]
and analogously
\[
\varphi^F(t) = \bigvee_{p=1}^\infty \bigvee_{k=1}^\infty \bigvee_{n=k} x_n \left( - \infty, t - \frac{1}{p} \right),
\]
\[
\psi^F(t) = \bigwedge_{p=1}^\infty \bigwedge_{k=1}^\infty \bigwedge_{n=k} x_n \left( - \infty, t - \frac{1}{p} \right).
Then $\varphi_{IF}(t)$, $\psi_{IF}(t)$ can be expressed by formulas

$$\varphi_{IF}(t) = (\varphi^\flat(t), 1 - \varphi^\sharp(t)), $$
$$\psi_{IF}(t) = (\psi^\flat(t), 1 - \psi^\sharp(t)).$$

If $F(t) = P \circ \varphi_{IF}(t) = P \circ \psi_{IF}(t)$ for each $t \in \mathbb{R}$, then

$$ (P^\flat(t), P^\sharp(t)) = (P^\flat \circ \varphi^\flat(t), P^\flat \circ \psi^\flat(t)) =$$
$$ = (P^\flat \circ \varphi^\sharp(t), P^\flat \circ \psi^\sharp(t)).$$

Hence

$$ F^\flat(t) = P^\flat \circ \varphi^\flat(t) = P^\flat \circ \psi^\flat(t), $$
$$ F^\sharp(t) = P^\sharp \circ \varphi^\sharp(t) = P^\sharp \circ \psi^\sharp(t),$$

where $F^\flat(t), F^\sharp(t)$ are the distribution functions.

By (8), (9) and from Proposition in [15] there exist observables $\overrightarrow{x}, \overrightarrow{\varphi}, \overrightarrow{\psi} : B(\mathbb{R}) \to T$ such that

$$ \overrightarrow{x}((-\infty, t)) = \varphi(t), \overrightarrow{\varphi}((-\infty, t)) = \varphi^\flat(t), $$
$$ \overrightarrow{x}((\infty, t)) = \psi(t), \overrightarrow{\psi}((\infty, t)) = \psi^\sharp(t)$$

for each $t \in \mathbb{R}$.

Therefore there exist IF-observables $\overrightarrow{\varphi}_{IF}, \overrightarrow{\psi}_{IF}$ given by formulas

$$ \overrightarrow{\varphi}_{IF}(A) = (\overrightarrow{x}(A), 1 - \overrightarrow{x}(A)), $$
$$ \overrightarrow{\psi}_{IF}(A) = (\overrightarrow{\varphi}(A), 1 - \overrightarrow{\varphi}(A))$$

for each $A \in B(\mathbb{R})$ such that the following equalities hold

$$ \overrightarrow{\varphi}_{IF}((-\infty, t)) = (\overrightarrow{x}((-\infty, t)), 1 - \overrightarrow{x}((-\infty, t))) =$$
$$ = (\varphi^\flat(t), 1 - \varphi^\sharp(t)) = \varphi_{IF}(t), $$

$$ \overrightarrow{\psi}_{IF}((\infty, t)) = (\overrightarrow{x}((\infty, t)), 1 - \overrightarrow{x}((\infty, t))) =$$
$$ = (\psi^\flat(t), 1 - \psi^\sharp(t)) = \psi_{IF}(t)$$

for each $t \in \mathbb{R}$. \hfill \Box

4 Conclusion

The paper is concerned in the probability theory on IF-events with product. We define the notion of upper and lower limits. We compare two kinds of definition almost everywhere convergence for IF-events with product and we show that they are equivalent.

Acknowledgement

This paper was supported by Grant VEGA 1/2002/05.

References


Outer measure on $MV$-algebras

Alžbeta Michalíková
Faculty of Natural Sciences
Matej Bel University
Tajovského 40
SK-974 01 Banská Bystrica
michalik@fpv.umb.sk

Abstract

In this paper we study an outer measure on $MV$-algebras. In Section 1 the definition of $MV$-algebra and Mundici theorem are reminded. In Section 2 there is defined an outer measure, measurable elements and there is proved Choquet lemma for this structure. In conclusion some properties of measurable elements are resumed.
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1 $MV$-algebras: basic notions

In this section we recall the basic notions like $MV$-algebra, $ℓ$-group, isomorphism between $MV$-algebra and $ℓ$-group.

Definition 1.1 An $MV$-algebra $M = (M, 0, 1, \neg, \oplus, \odot)$ is a system where $\oplus$ is an associative, commutative operation with neutral element 0, and in addition, $\neg 0 = 1$, $\neg 1 = 0$, $x \oplus 1 = 1$, $x \odot y = \neg(\neg x \odot \neg y)$ and $y \odot \neg(y \odot \neg x) = x \oplus \neg(x \oplus y)$, for each $x, y \in M$.

The constant 1 and the operation $\odot$ are definable from the remaining operations 0, $\neg$, $\oplus$. In every $MV$-algebra $M = (M, 0, 1, \neg, \oplus, \odot)$ the binary relation $\leq$ given by $x \leq y \iff x \odot \neg y = 0$ is a partial order.

Definition 1.2 Structure $(G, \oplus, \lor, \land)$ is called $ℓ$-group if it holds:

1. $(G, \oplus)$ is an Abelian group.
2. $(G, \lor, \land)$ is a lattice.
3. If $a \leq b$ then $a \lor c \leq b \lor c$ for each $a, b, c \in G$.

In the book [1] it is presented the following theorem:

Theorem 1.3 For any $ℓ$-group $G$ with strong unit $u$ let $\Gamma(G, u)$ be the unit interval $[0, u] = \{h \in G \mid 0 \leq h \leq u\}$, equipped with operations:

- $\neg g = u - g$, $g \odot h = u \land(g + h)$, $g \oplus h = 0 \lor(g + h - u)$.

Then the structure $M = ([0, u], 0, u, \neg, \oplus, \odot) = \Gamma(g, u)$ is an $MV$-algebra. The lattice operations on $M$ agree with those of $G$. Up to isomorphism every $MV$-algebra $M$ can be identified with the unit interval of a unique $ℓ$-group $G$ with strong unit $u$ in symbols

$$M = \Gamma(G, u).$$

We say that $G$ is the $ℓ$-group corresponding to $M$.

This theorem is called Mundici theorem.

2 Outer measure on $MV$-algebras

Because of the Mundici theorem we will use like $MV$-algebra the structure $M = ([0, u], 0, u, \neg, \oplus, \odot)$.

Definition 2.1 Let $\mu^* : M \to [0, 1]$ be a function with the following properties:

1. $\mu^*(0) = 0$, $\mu^*(u) = 1$.
2. If $x, y \in M$, $x \leq y$ then $\mu^*(x) \leq \mu^*(y)$.
3. If $x, y \in M$ then $\mu^*(x) + \mu^*(y) \geq \mu^*(x \lor y) + \mu^*(x \land y)$.
4. If $x, y \in M$ then $\mu^*(x) + \mu^*(y) \geq \mu^*(x \lor y)$.

Then $\mu^*$ is an outer measure defined on the $MV$-algebra $M$.

Proposition 2.1 Let $\mu^*$ be an outer measure on $M$. Then it holds:

$$\mu^*(x) \leq \mu^*(x \lor y) + \mu^*(x - (x \land y)),$$

for each $x, y \in M$. 
Proof.
Since \( x = (x \land y) \oplus (x - (x \land y)) \) then by condition 4 it holds:
\[
\mu^*(x) = \mu^*((x \land y) \oplus (x - (x \land y))) \leq \\
\leq \mu^*(x \land y) + \mu^*(x - (x \land y)).
\]
This property is called subadditivity of the measure \( \mu^* \).

**Definition 2.2** Let \( \mu^* \) be an outer measure defined on the set \( M \). An element \( x \in M \) is called \( \mu^* \)-measurable if it holds:
\[
\mu^*(a) = \mu^*(a \land x) + \mu^*(a - (a \land x)),
\]
for each \( a \in M \).

**Theorem 2.3** Denote by \( \mathcal{M} \) the set of all \( \mu^* \)-measurable elements. Then the set \( \mathcal{M} \) form a lattice.

Proof. We need to show, that if \( x, y \in \mathcal{M} \), then also \( x \land y \) and \( x \lor y \) are from \( \mathcal{M} \).
Let \( x, y \in \mathcal{M}, a \in M \). Then
\[
\mu^*(a \land (x \land y)) = \mu^*((a \land x) \land (a \land y)) \leq \\
\leq \mu^*(a \land x) + \mu^*(a \land y) - \mu^*(a \land (x \lor y)).
\]
Similarly
\[
\mu^*(a - (a \land x \land y)) = \mu^*((a - a \land x) \lor (a - a \land y)) \leq \\
\leq \mu^*(a - a \land x) + \mu^*(a - a \land y) - \mu^*(a - (a \land (x \lor y))).
\]
Therefore
\[
\mu^*(a \land (x \land y)) + \mu^*(a - (a \land x \land y)) \leq \\
\mu^*(a \land x) + \mu^*(a - a \land x) + \mu^*(a \land y) + \mu^*(a - a \land y) - \\
- \mu^*(a \land (x \lor y)) - \mu^*(a - a \land (x \lor y)).
\]
But \( x, y \in M \) and therefore for each \( a \in M \) holds:
\[
a = (a \land (x \lor y)) \oplus (a - a \land (x \lor y)),
\]
hence
\[
\mu^*(a \land (x \lor y)) + \mu^*(a - a \land (x \lor y)) \leq \\
\leq \mu^*(a) + \mu^*(a) - \mu^*(a) = \mu^*(a).
\]
The opposite inequality follows from the subadditivity of the measure \( \mu^* \). The proof that \( x \lor y \) belongs to \( \mathcal{M} \) is analogical.

## 3 Induced outer measure

Let \( M_0 \) be a subalgebra of MV-algebra \( M \), closed to the operations \( \land, \lor, \ominus \) and let \( u \in M_0 \).

**Definition 3.1** Function \( \mu : M_0 \rightarrow [0,1] \) is called a measure on the set \( M_0 \) if it holds:

1. \( \mu(0) = 0, \mu(u) = 1 \).
2. If \( a, b \in M_0, a \leq b \) then \( \mu(a) \leq \mu(b) \).
3. If \( a, b \in M_0 \) then \( \mu(a) + \mu(b) \geq \mu(a \lor b) + \mu(a \land b) \).
4. If \( a, b \in M_0 \) then \( \mu(a) + \mu(b) \geq \mu(a \oplus b) \). Moreover, if \( a \ominus b = 0 \) then \( \mu(a) + \mu(b) = \mu(a \ominus b) \).
5. If \( a_n \not\rightarrow a \) (i.e. \( a_n \leq a_{n+1}, a = \bigvee_{n=1}^{\infty} a_n \)), \( a_n \in M_0 \) (\( n = 1, 2, \ldots \)), then \( a \in M_0 \) and \( \mu(a) = \lim_{n \rightarrow \infty} \mu(a_n) \).

**Definition 3.2** Let \( x \in M \). Define:
\[
\mu^*(x) = \inf \{ \mu(a); a \geq x, a \in M_0 \}.
\]

**Remark 3.3** In the follows we shall use the symbol \( \land \) to label the infimum of the set.

**Proposition 3.1** Function \( \mu^* \) defined in Definition 3.2 is an extension of the measure \( \mu \). Moreover, it satisfies the conditions of the outer measure.

Proof. Function \( \mu^* \) is an extension of the measure \( \mu \) if for each \( a \in M_0 \) holds \( \mu^*(a) = \mu(a) \).
Let \( b \in M_0, b \geq a \) then \( \mu(b) \geq \mu(a) \), therefore
\[
\mu^*(a) = \bigwedge \{ \mu(b); b \geq a, b \in M_0 \} \geq \mu(a).
\]
On the other hand
\[
\mu(a) \in \{ \mu(b); b \geq a, b \in M_0 \}.
\]
Therefore
\[
\mu(a) \geq \bigwedge \{ \mu(b); b \geq a, b \in B \} = \mu^*(a).
\]
Since \( 0 \in M_0 \), \( u \in M_0 \) then \( \mu^*(0) = \mu(0) = 0 \) and \( \mu^*(u) = \mu(u) = 1 \).
Let \( x, y \in M, x \leq y \). Then
\[
\mu^*(x) = \bigwedge \{ \mu(a); a \geq a, a \in M_0 \}
\]
and
\[
\mu^*(y) = \bigwedge \{ \mu(b); b \geq b, b \in M_0 \}.
\]
Because \( x \leq y \) and \( \mu \) is non-decreasing function, we can compare the sets and we get:
\[
\{ \mu(a); a \geq x, a \in M_0 \} \supset \{ \mu(b); b \geq y, b \in M_0 \}.
\]
We can see that \( \mu^*(x) \) is the infimum of the larger set, so this is also lower bound of the smaller set. Therefore
\[
\mu^*(x) \leq \mu^*(y).
\]
Let \( x, y \in M \) then for each \( \varepsilon > 0 \), \( a \in M_0 \) holds:
\[
\mu(a) + \mu(b) \geq \mu(a \lor b) + \mu(a \land b).
\]
Since \( a \lor b \in M_0 \), \( a \land b \in M_0 \) and \( a \lor b \geq x \lor y, a \land b \geq x \land y \) then
\[
\mu(a \lor b) + \mu(a \land b) \geq \mu^*(x \lor y) + \mu^*(x \land y).
\]
Now fix for a moment \( b \) then for each \( \mu(a) \) holds:
\[
\mu(a) \geq \mu^*(x \lor y) + \mu^*(x \land y) - \mu(b).
\]
But this inequality holds for each appropriate \( a \) so it holds also for the infimum of \( \mu(a) \) and \( \bigwedge \mu(a) = \mu^*(x) \). Therefore
\[
\mu^*(x) \geq \mu^*(x \lor y) + \mu^*(x \land y) - \mu(b).
\]
Similarly can be proved that inequality holds for \( \mu^*(y) \). Therefore
\[
\mu^*(x) + \mu^*(y) \geq \mu^*(x \lor y) + \mu^*(x \land y).
\]
Let \( x, y \in M \) then there exist such elements \( a, b \in M_0 \) that holds \( x \leq a \) and \( y \leq b \). Then also \( x \oplus y \leq a \oplus b \) therefore
\[
\mu^*(x \oplus y) \leq \mu(a \oplus b) \leq \mu(a) + \mu(b).
\]
Fix for a moment expression \( \mu(a) \) then for each \( b \geq y \) holds:
\[
\mu^*(x \oplus y) - \mu(a) \leq \mu(b).
\]
Hence also for \( \mu^*(y) = \bigwedge \mu(b) \) holds:
\[
\mu^*(x \oplus y) - \mu(a) \leq \mu^*(y).
\]
Similarly
\[
\mu^*(x \oplus y) - \mu^*(y) \leq \mu^*(x).
\]
Therefore for each \( x, y \in M \) holds:
\[
\mu^*(x \oplus y) \leq \mu^*(x) + \mu^*(y).
\]
**Definition 3.4** The function \( \mu^* \) from **Definition 3.2** is called an outer measure induced by measure \( \mu \).

**Theorem 3.5** If \( x_n \nsubseteq x \) (i.e. \( x_n \leq x_{n+1}, x = \bigvee_{n=1}^{\infty} x_n \)), \( x_n \in M \) \( (n = 1, 2, \ldots) \), \( x \in M \) then \( \mu^*(x_n) \nsubseteq \mu^*(x) \).

**Proof.** Evidently \( \lim_{n \to \infty} \mu^*(x_n) \leq \mu^*(x) \).
Let \( \varepsilon > 0 \). Take \( \bar{b} \geq x, \bar{b} \in M_0 \) and \( a_n \in M_0 \) \( (n = 1, 2, \ldots) \) such that \( b \geq a_n \geq x_n \) and it holds:
\[
\mu^*(x_n) + \frac{\varepsilon}{2^2} > \mu(a_n).
\]
Put \( b_n = \bigvee_{i=1}^{n} a_i \). Then \( x_n \leq b_n \leq b_{n+1} \leq b \) \( (n = 1, 2, \ldots) \). By induction can be proved following relation:
\[
\mu^*(x_n) + \sum_{i=1}^{n} \frac{\varepsilon}{2^i} > \mu \left( \bigvee_{i=1}^{n} a_i \right).
\]
The first step is clear.
The second step: We will use the property of measure \( \mu \):
\[
\mu(a \lor b) + \mu(a \land b) \leq \mu(a) + \mu(b).
\]
Since \( b_n \geq x_n \) and \( a_{n+1} \geq x_{n+1} \) then \( (b_n \land a_{n+1}) \geq (x_n \land x_{n+1}) = x_n \).
Let for some \( n \in N \) holds:
\[
\mu^*(x_n) + \sum_{i=1}^{n} \frac{\varepsilon}{2^i} > \mu \left( \bigvee_{i=1}^{n} a_i \right)
\]
then
\[
\mu \left( \bigvee_{i=1}^{n+1} a_i \right) \leq \mu(b_n) = \mu(b_n \lor a_{n+1}) \leq \\
\leq \mu(b_n) + \mu(a_{n+1}) - \mu(b_n \land a_{n+1}) < \\
< \mu^*(x_n) + \sum_{i=1}^{n+1} \frac{\varepsilon}{2^i} + \mu^*(x_{n+1}) + \frac{\varepsilon}{2^{n+1}} - \mu^*(x_n) = \\
= \mu^*(x_{n+1}) + \sum_{i=1}^{n+1} \frac{\varepsilon}{2^i}.
\]
Since \( \bigvee_{i=1}^{n} a_i \leq b \) \( (n = 1, 2, \ldots) \), then there exists \( \bigvee_{i=1}^{\infty} a_i \) such that \( x \leq \bigvee_{i=1}^{\infty} a_i \) and it holds:
\[
\mu \left( \bigvee_{i=1}^{\infty} a_i \right) = \lim_{n \to \infty} \mu \left( \bigvee_{i=1}^{n} a_i \right).
\]
Therefore
\[
\mu^*(x) \leq \mu \left( \bigvee_{i=1}^{\infty} a_i \right) \leq \lim_{n \to \infty} \mu^*(x_n) + \varepsilon.
\]
Since this inequality holds for each \( \varepsilon > 0 \), then it holds:
\[
\mu^*(x) \leq \lim_{n \to \infty} \mu^*(x_n).
\]
Therefore \( \mu^*(x_n) \nsubseteq \mu^*(x) \).
This theorem is called Choquet lema.
4 Some notes about outer measure

Theorem 4.1 Let $\mathcal{M}$ be a set of all $\mu^*$-measurable elements. Then $\mathcal{M}$ is a $\sigma$-complete lattice.

Proof. We have already proved that the set of all $\mu^*$-measurable elements of $\mathcal{M}$ form a lattice (see Theorem 2.3). Now we will show that if $(x_n)_{n=1}^\infty$ is any sequence of $\mu^*$-measurable elements, then also $x = \bigvee_{n=1}^\infty x_n$ and $x' = \bigwedge_{n=1}^\infty x_n$ are the $\mu^*$-measurable elements. ($\bigwedge_{n=1}^\infty x_n$ means that $x_n \geq x_{n+1}$ and $x = \bigwedge_{n=1}^\infty x_n$.)

Put $y_n = \bigvee_{i=1}^n x_i$ for each $n \in \mathbb{N}$. Then $y_n \leq y_{n+1}$ and $\bigvee_{n=1}^\infty y_n = \bigvee_{n=1}^\infty x_n = x$. Therefore $y_n \not\leq x$. An element $y_n$ is $\mu^*$-measurable element for each $n \in \mathbb{N}$. Therefore for any $a \in \mathcal{M}$ holds:

$$
\mu^*(a) = \mu^*(a \wedge y_n) + \mu^*(a - a \wedge y_n).
$$

Since $x \geq y_n$ then $a \wedge x \geq a \wedge y_n$ and $a - a \wedge y_n \geq a - a \wedge x$. Therefore

$$
\mu^*(a - a \wedge y_n) \geq \mu^*(a - a \wedge x)
$$

and

$$
\mu^*(a) \geq \mu^*(a \wedge y_n) + \mu^*(a - a \wedge x).
$$

Because $y_n \not\leq x$ then also $a \wedge y_n \not\leq a \wedge x$. When we use Choquet lema we get:

$$
\lim_{n\to\infty} \mu^*(a \wedge y_n) = \mu^*(a \wedge x).
$$

Therefore

$$
\mu^*(a) \geq \mu^*(a \wedge x) + \mu^*(a - a \wedge x).
$$

The opposite inequality also holds because outer measure $\mu^*$ is subadditive.

We proved that $x = \bigvee_{n=1}^\infty x_n$ is $\mu^*$-measurable element.

Similarly can be proved that element $x' = \bigwedge_{n=1}^\infty x_n$ is $\mu^*$-measurable element. Therefore the set $\mathcal{M}$ is a $\sigma$-complete lattice.

Theorem 4.2 $\mu^*|\mathcal{M}$ is an additive measure.

Proof. For each $x \in \mathcal{M}$ and for each $a \in \mathcal{M}$ holds:

$$
\mu^*(a) = \mu^*(a \wedge x) + \mu^*(a - a \wedge x).
$$

Take elements $x, y \in \mathcal{M}$ and put $a = x \oplus y$. If $x \oplus y = 0$ then $x \oplus y = x + y$. Therefore

$$
\mu^*(x + y) = \mu^*((x + y) \wedge x) + \mu^*((x + y) - (x + y) \wedge x) = \mu^*(x) + \mu^*((x + y) - x) = \mu^*(x) + \mu^*(y).
$$

Let $x \oplus y \neq 0$. Then $x + y > u \ w x \oplus y = u$. Therefore

$$
\mu^*(x \oplus y) = \mu^*((x \oplus y) \wedge x) + \mu^*((x \oplus y) - (x \oplus y) \wedge x) = \mu^*(u \wedge x) + \mu^*(u - u \wedge x) = \mu^*(x) + \mu^*(u - x).
$$

But $u - x < y$ so $\mu^*(u - x) < \mu^*(y)$. Therefore

$$
\mu^*(x \oplus y) \leq \mu^*(x) + \mu^*(y).
$$
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Abstract

The inequality \( F_{x,y}(q) \geq F_{x,y}(s) \) (\( s \geq 0 \)), where \( q \in (0, 1) \), is generalized for multivalued mappings in many directions. Using Hausdorff distance S.B. Nadler in [7] introduced a generalization of Banach contraction principle in metric spaces. In [3] the definition of probabilistic Nadler \( q \)-contraction is given. Using some results given in [12] a fixed point theorem on spaces with a convex structure is obtained. Some fixed point theorems in such spaces are proved in [1, 2].
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1 Introduction

K. Menger introduced in 1942, the notion of a probabilistic metric space as a natural generalization of the notion of a metric space \((M, d)\) in which the distance \(d(p, q) \ (p, q \in M)\) between \(p\) and \(q\) is replaced by a distribution function \(F_{p,q} \in \Delta^+\). \(F_{p,q}(x)\) can be interpreted as the probability that the distance between \(p\) and \(q\) is less than \(x\). Since then the theory of probabilistic metric spaces has been developed in many directions([9]).

Since Sehgal and Bharucha-Reid proved ([10]) a fixed point theorem in Menger spaces \((S, \mathcal{F}, T_M)\) many fixed point theorem for singlevalued and multivalued mappings on Menger spaces \((S, \mathcal{F}, T)\) are obtained.

Further development of the fixed point theory in a more general Menger space \((S, \mathcal{F}, T)\) was connected with investigations of the structure of the \(t\)-norm \(T\). This problem was very soon in some sense completely solved. V. Radu proved that if \(f : S \to S\) is a probabilistic \(q\)-contraction, where \((S, \mathcal{F}, T)\) is a complete Menger space and \(T\) is a continuous \(t\)-norm, \(f\) has a fixed point if and only if \(T\) is of the \(H\)-type [8].

S.B. Nadler proved in [7] the generalization of the Banach contraction principle for multivalued mappings \(f : X \to CB(X)\), where \((X, d)\) is a metric space, by introducing the condition

\[ D(f(x), f(y)) \leq q d(x, y), \]

where \(D\) is the Hausdorff metric and \(q \in (0, 1)\).

Probabilistic version of Nadler’s \(q\)-contraction is given in [3].

Definition 1 Let \((S, \mathcal{F})\) be a probabilistic metric space, \(M\) a nonempty subset of \(S\) and \(f : M \to 2^S\), where \(2^S\) is the family of all nonempty subsets of \(S\). The mapping \(f\) is said to be a probabilistic Nadler’s \(q\)-contraction, where \(q \in (0, 1)\) if the following condition is satisfied:

For every \(u, v \in M\), every \(x \in f(u)\) and every \(\delta > 0\) there exists \(y \in f(v)\) such that for every \(\varepsilon > 0\)

\[ F_{x,y}(\varepsilon) \geq F_{u,v}(\frac{\varepsilon - \delta}{q}). \]

If \(f\) is a singlevalued mapping, then the notion of a probabilistic Nadler’s \(q\)-contraction coincides with the notion of a probabilistic \(q\)-contraction by Sehgal and Bharucha-Reid [10], since the function \(F_{u,v}(\cdot)\) is left-continuous.

2 Preliminaries

Let \(\Delta^+\) be the set of all distribution functions \(F\) such that \(F(0) = 0\) (\(F\) is a nondecreasing, left continuous
mapping from $\mathbb{R}$ into $[0, 1]$ such that $\sup_{x \in \mathbb{R}} F(x) = 1$.

The ordered pair $(S, \mathcal{F})$ is said to be a probabilistic metric space if $S$ is a nonempty set and $\mathcal{F} : S \times S \to \Delta^+$ ($\mathcal{F}(p, q)$ written by $F_{p,q}$ for every $(p, q) \in S \times S$) satisfies the following conditions:

1. $F_{u,v}(x) = 1$ for every $x > 0 \Rightarrow u = v$ ($u, v \in S$).
2. $F_{u,v}(x) = F_{v,u}(x)$ for every $u, v \in S$.
3. $F_{u,v}(x) = 1$ and $F_{v,w}(y) = 1 \Rightarrow F_{u,w}(x + y) = 1$ for $u, v, w \in S$ and $x, y \in \mathbb{R}^+$.

A Menger space (see [9]) is an ordered triple $(S, \mathcal{F}, T)$, where $(S, \mathcal{F})$ is a probabilistic metric space, $T$ is a triangular norm (abbreviated t-norm) and the following inequality holds

$$F_{u,v}(x + y) \geq T(F_{u,w}(x), F_{w,v}(y))$$

for every $u, v, w \in S$ and every $x > 0, y > 0$.

Recall that a mapping $T : [0, 1] \times [0, 1] \to [0, 1]$ is called a triangular norm (a t-norm) if the following conditions are satisfied:

$$T(a, 1) = a \text{ for every } a \in [0, 1]; \ T(a, b) = T(b, a) \text{ for every } a, b \in [0, 1];$$

$$a \geq b, c \geq d \Rightarrow T(a, c) \geq T(b, d) \ (a, b, c, d \in [0, 1]);$$

$$T(a, T(b, c)) = T(T(a, b), c) \ (a, b, c \in [0, 1]).$$

**Example 1** The following are the four basic t-norms:

(i) The **minimum** t-norm, $T_M$, is defined by

$$T_M(x, y) = \min(x, y).$$

(ii) The **product** t-norm, $T_P$, is defined by

$$T_P(x, y) = x \cdot y.$$  

(iii) The **Lukasiewicz** t-norm $T_L$ is defined by

$$T_L(x, y) = \max(x + y - 1, 0).$$

(iv) The weakest t-norm, the **drastic product** $T_D$, is defined by

$$T_D(x, y) = \begin{cases} 
\min(x, y) & \text{if } \max(x, y) = 1, \\
0 & \text{otherwise.}
\end{cases}$$

As regards the pointwise ordering, we have the inequalities

$$T_D < T_L < T_P < T_M.$$  

The $(\varepsilon, \lambda)$-topology in $S$ is introduced by the family of neighbourhoods $\mathcal{U} = \{ U_v(\varepsilon, \lambda) \}_{(v, \varepsilon, \lambda) \in S \times \mathbb{R} \times (0, 1)}$, where

$$U_v(\varepsilon, \lambda) = \{ u : F_{u,v}(\varepsilon) > 1 - \lambda \}.$$  

If a t-norm $T$ is such that $\sup_{x \in S} T(x, x) = 1$, then $S$ is in the $(\varepsilon, \lambda)$ topology a metrizable topological space.

Each t-norm $T$ can be extended (see [6]) by associativity in a unique way to an $n$-ary operation taking for $(x_1, \ldots, x_n) \in [0, 1]^n$ the values

$$T_n^0 x_i = 1, \quad T_n^0 x_i = T(T_{n-1} x_i, x_n).$$

We can extend $T$ to a countable infinitary operation taking for any sequence $(x_n)_{n \in \mathbb{N}}$ from $[0, 1]$ the values

$$T_n x_i = \lim_{n \to \infty} T_n^0 x_i.$$  

Limit of right side exists since the sequence $(T_n x_i)_{n \in \mathbb{N}}$ is nonincreasing and bounded from below.

In the fixed point theory it is of interest to investigate the classes of t-norms $T$ and sequences $(x_n)_{n \in \mathbb{N}}$ from the interval $[0, 1]$ such that $\lim x_n = 1$, and

$$\lim_{n \to \infty} T_n x_i = T_n^\infty x_i = 1.$$  

In [5] it is proved that for the Dombi, Aczel-Alsina and Sugeno-Weber family of t-norms exists the sequence $(x_n)_{n \in \mathbb{N}}$ from $[0, 1]$ such that the last condition is satisfied.

**Definition 2 :** Let $(S, \mathcal{F}, T)$ be a Menger space, $\emptyset \neq M \subseteq S$, $f : M \to M$ and $A : M \to 2^M$ (the family of nonempty subsets of $M$). The mapping $A$ is $f$-strongly demicompact if for every sequence $(x_n)_{n \in \mathbb{N}}$ from $M$, such that $\lim_{n \to \infty} F_{x_n, y_n}(\varepsilon) = 1$, for some sequence $(y_n)_{n \in \mathbb{N}}$, $y_n \in Ax_n$, $n \in \mathbb{N}$ and every $\varepsilon > 0$, there exists a convergent subsequence $(fx_{n_k})_{k \in \mathbb{N}}$.

A mapping $A : M \to 2^M$ is weakly commuting with $f : M \to M$ if for every $x \in M$

$$f(Ax) \subseteq A(fx).$$  

In [12] the following theorem is proved.

**Theorem 1 :** Let $(S, F, T)$ be a complete Menger space, $\sup_{a \in S} T(a, a) = 1$, $A$ is a nonempty and closed subset of $S$, $f : A \to A$ a continuous mapping, $L, L_1 : A \to L_0^1(A)$ closed, multivalued mappings such...
that the following condition is satisfied:

For every $u, v \in A$, $x \in Lu$ and $\delta > 0$, there exists $y \in L_1u$ such that

$$F_{x, y}(\varepsilon) \geq F_{fu, fv}(\frac{\varepsilon - \delta}{q}), \text{ for all } \varepsilon > 0, \text{ where } q \in (0, 1).$$

If $L$ and $L_1$ are weakly commuting with $f$ and (i) or (ii) are satisfied, then there exists $x \in A$ such that $fx \in Lx \cap L_1x$ where

(i) $L$ or $L_1$ is $f$-strongly demicompact.

(ii) There exists $x_0, x_1 \in A$, $fx_1 \in Lx_0$ and $\mu \in (0, 1)$ such that $T$-norm $T$ satisfies the following condition

$$\lim_{n \to \infty} T_{\mu(n)}F_{x, x_0, f, x_1}(1) = 1.$$

3 Main results

W. Takahashi introduced in [11] the notion of a metric space with a convex structure. This class of metric spaces includes normed linear spaces and metric spaces of the hiperbolic type.

Let us recall that a metric space $(S, d)$ has a convex structure in the sense of Takahashi, if there exists a mapping $W : S \times S \times [0, 1] \to S$ such that for every $(u, x, y, \delta) \in S \times S \times S \times [0, 1]$

$$d(u, W(x, y, \delta)) \leq \delta d(u, x) + (1 - \delta)d(u, y).$$

This definition can be generalized in Menger spaces $(S, \mathcal{F}, T)$. The notion of convex structure in probabilistic metric spaces, as well as Definition 3 and Definition 4 belong to O. Hadžić [4].

A mapping $W : S \times S \times [0, 1] \to S$ is said to be a convex structure on $S$ if for every $(x, y) \in S \times S$

$W(x, y, 0) = y, W(x, y, 1) = x$, and for every $\delta \in (0, 1), u \in S, \varepsilon > 0$

$$F_{u, W(x, y, \delta)}(2\varepsilon) \geq T(F_{u, x}(\frac{\varepsilon}{\delta}), F_{u, y}(\frac{\varepsilon}{1 - \delta})).$$

It is easy to see that every metric space $(S, d)$ with a convex structure $W$ can be considered as a Menger space $(S, \mathcal{F}, T_M)$ with the same function $W$.

It is well-known that every probabilistic normed space is a probabilistic metric space with a convex structure $W(x, y, \delta) = \delta x + (1 - \delta)y$ $(x, y \in S)$ since for every $\varepsilon > 0$ and $\delta \in [0, 1]$ we have

$$F_{u, W(x, y, \delta)}(2\varepsilon) = F_{\delta u + (1 - \delta)u, \delta x + (1 - \delta)y}(2\varepsilon) = F_{\delta u + (1 - \delta)u, \delta x + (1 - \delta)y}(2\varepsilon) \geq T(F_{u, x}(\frac{\varepsilon}{\delta}), F_{u, y}(\frac{\varepsilon}{1 - \delta})).$$

In this paper we shall suppose that a convex structure $W$ on a Menger space $(S, \mathcal{F}, T)$ satisfies the condition

$$F_{W(x, z, \delta), W(y, z, \delta)}(\delta) \geq F_{x, y}(\varepsilon)$$

for every $(x, y, z) \in S \times S \times S$, every $\varepsilon > 0$ and $\delta \in (0, 1)$.

For the next theorem we shall need the following definitions.

Definition 3 Let $(S, \mathcal{F}, T)$ be Menger space with a convex structure $W$. A nonempty subset $M$ of $S$ is called $W$-star-shaped if there exists $x_0 \in M$ such that the set $\{W(x, x_0, \lambda) : x \in M, \lambda \in [0, 1]\} \subset M$. The point $x_0$ is said to be the star-centre of $M$.

Clearly, every convex set is a star-shaped set and the inverse is not true.

Definition 4 Let $(S, \mathcal{F}, T)$ be a Menger space with a convex structure $W$ and $M$ a nonempty subset of $S$. A mapping $f : M \to S$ is said to be $(W, x_0)$-convex if for each $(x, \lambda) \in M \times [0, 1]$

$$W(fx, x_0, \lambda) = f(W(x, x_0, \lambda)).$$

Lemma 1 Let $(S, \mathcal{F}, T)$ be a Menger space, $M$ a nonempty subset of $S$ which is $W$-star-shaped with the star-centre in $x_0$, $f : M \to S$ is the mapping which is $(W, x_0)$-convex. Then the $f(M)$ is the $(W, x_0)$-convex.
Proof: Let \( u \in f(M) \). Then there exists \( x \in M \) so that \( u = f(x) \). Let us prove that for every \( \lambda \in [0, 1] \),
\[
z = W(u, x_0, \lambda) \in f(M).
\]
As \( u = f(x) \) it follows
\[
z = W(f(x), x_0, \lambda).
\]
Since \( f \) is \((W, x_0)\)-convex it follows
\[
z = f(W(x, x_0, \lambda)).
\]
From the condition we have that the set \( M \) is \( W \)-shaped, and it follows that \( W(x, x_0, \lambda) \subset M \), i.e. \( z \in f(M) \).

**Lemma 2** Let \((S, \mathcal{F}, T)\) be a Menger space, \( T \) a \( t \)-norm such that \( \sup T(x, x) = 1 \), \( M \) a nonempty subset of \( S \), \( f : M \to S \) a continuous mapping, \( L : M \to C(S) \) (where \( C(S) \) is the family of all nonempty and closed subset of \( S \)) and the following inequality is satisfied:

For every \( u, v \in M \), every \( x \in Lu \) and every \( \delta > 0 \), there exists \( y \in Lv \) such that
\[
F_{x,y}(\varepsilon) \geq F_{f(x),fv}(\frac{\varepsilon - \delta}{q})
\]
for every \( \varepsilon > 0 \). Then the mapping \( L \) is closed.

Proof:

Let \((x_n)_{n \in \mathbb{N}}\) be a sequence from \( M \) such that \( \lim x_n = x \) and let \( y_n \in Lx_n \), for every \( n \in \mathbb{N} \) such that \( \lim y_n = y \). Let us prove that \( y \in Lx \).

Since \( Lx \) is closed we shall prove that \( y \in Lx \). Let \( \varepsilon > 0 \) and \( \lambda \in (0, 1) \) be given. It remains to be proved that there exists \( b \in Lx \) such that \( b \in U_y(\varepsilon, \lambda) \), i.e.
\[
F_{b,y}(\varepsilon) > 1 - \lambda.
\]
Using condition 2, where \( u = x_n, v = x \) and \( \delta = \frac{\varepsilon - \delta}{q} \) from \( y_n \in Lx_n \) it follows that there exists \( b_n \in Lx \) such that
\[
F_{b_n,y}(\varepsilon) \geq F_{f(x_n),fx}(\frac{\varepsilon - \delta}{q}).
\]
So,
\[
F_{b,y}(\varepsilon) \geq T(F_{b_n,y}(\frac{\varepsilon}{2}), F_{b_n,y}(\frac{\varepsilon}{2}))
\]
\[
\geq T(F_{y,y}(\frac{\varepsilon}{2}), F_{f(x_n),fx}(\frac{\varepsilon}{4q})).
\]

From the continuity of the mapping \( f \) it follows
\[
\lim_{n \to \infty} F_{f(x_n),fx}(\varepsilon) = 1.
\]
We also have \( \lim_{n \to \infty} F_{y,y}(\varepsilon) = 1 \), for every \( \varepsilon > 0 \). From the condition \( \sup T(x, x) = 1 \), it follows that for a given \( \lambda \in (0, 1) \) there exists \( \eta \in (0, 1) \) such that \( T(\eta, \eta) > 1 - \lambda \), so there exists \( n_0(\eta) \) such that for every \( n \geq n_0(\eta) \)
\[
F_{y,y}(\frac{\varepsilon}{2}) \eta > \eta \]
\[
F_{f(x_n),fx}(\frac{\varepsilon}{4q}) > \eta.
\]
Hence,
\[
F_{b,y}(\varepsilon) \geq T(\eta, \eta) > 1 - \lambda,
\]
i.e. \( b_n \in U_y(\varepsilon, \lambda) \cap Lx \).

**Theorem 2** Let \((S, \mathcal{F}, T)\) be a complete Menger space with a convex structure \( W \) and a continuous \( t \)-norm \( T \) and \( M \) is nonempty, closed and \( W \)-shaped subset of \( S \) and the star-centre \( x_0 \). Let \( f : M \to M \) a continuous , \((W, x_0)\)-convex mapping and \( L : M \to 2^f(M) \) such that \( L(M) \) is compact set and the following condition is satisfied:

For every \( u, v \in M, x \in Lu \) and \( \delta > 0 \) there exists \( y \in Lv \) such that
\[
F_{x,y}(\varepsilon) \geq F_{f(u),fv}(\varepsilon - \delta), \text{ for every } \varepsilon > 0.
\]

If \( L \) is weakly comuting with \( f \), then there exists \( x \in M \) such that \( fx \in Lx \).

Proof: Let \((k_n)_{n \in \mathbb{N}}\) be a sequence from the interval \((0, 1)\) such that \( \lim k_n = 1 \). For every \( n \in \mathbb{N} \), and every \( x \in M \) let \( L_n x = W(Lx, x_0, k_n) \) i.e.
\[
L_n x = \bigcup_{z \in Lx} W(z, x_0, k_n), \quad n \in \mathbb{N}, \quad x \in M.
\]

From the Lemma 1 it follows that \( f(M) \) is \((W, x_0)\)-convex. We shall prove that \( L_n x \subset f(M) \), i.e. that for every \( z \in L_n x \) it follows \( z \in f(M) \). Since \( z \in L_n x = W(Lx, x_0, k_n) \), there exists \( u \in Lx \) such that \( z = W(u, x_0, k_n) \). Since \( Lx \subset f(M) \) it follows that \( u \in f(M) \), so \( W(u, x_0, k_n) \subset f(M) \) i.e. \( z \in f(M) \). It means that \( L_n x \subset f(M) \).

From the condition (1) it follows that the mapping \( W \)
is continuous in respect to the first variable, and since $Lx$ is closed it follows that $Lx$ is compact (as a subset of $L(M)$) such that $W(Lx, x_0, k_n)$ is closed for every $n \in \mathbb{N}$. It follows that $L_n x$ is closed for every $n \in \mathbb{N}$ and $x \in M$.

Next, we shall prove that for every $u, v \in M$ and every $x \in L_n u$ and $\delta > 0$ there exists $y \in L_n v$ such that

$$F_{x,y}(\varepsilon) \geq F_{f(u,f(v)}(\frac{\varepsilon - \delta}{k_n}), \quad \varepsilon > 0.$$ 

Let $u, v \in M$, $\delta > 0$ and $x \in L_n u = W(Lu, x_0, k_n)$. Then, there exists $z \in Lu$ such that $x = W(z, x_0, k_n)$ and from (3) there exists $y' \in L v$ such that

$$F_{x,y'}(\varepsilon) \geq F_{f(u,f(v)}(\frac{\varepsilon - \delta}{k_n}).$$ 

Let $y = W(y', x_0, k_n) \in L_n v$. Then

$$F_{x,y}(\varepsilon) = F_{W(z,x_0,k_n), W(y',x_0,k_n)}(\frac{\varepsilon}{k_n}) \geq F_{x,y'}(\varepsilon) \geq F_{f(u,f(v)}(\frac{\varepsilon - \delta}{k_n}).$$ 

Let us prove that $L_m$ is a $f$-strongly demicompact. Suppose that $(x_n)_{n \in \mathbb{N}}$ is a sequence in $M$ such that for every $\varepsilon > 0$

$$\lim_{n \to \infty} F_{f(x_n), y_n}(\varepsilon) = 1$$

for some sequence $(y_n)_{n \in \mathbb{N}}$ such that $y_n \in L_m x_n$.

Since $L_n(M) = W(L(M), x_0, k_n)$, $n \in \mathbb{N}$ is relatively compact, from $y_n \in L_m x_n$ it follows that $(y_n)_{n \in \mathbb{N}}$ has a convergent subsequence $(y_{n_k})_{k \in \mathbb{N}}$ and let $\lim_{k \to \infty} y_{n_k} = z$.

Then we have

$$F_{f(x_{n_k}), z}(\varepsilon) \geq T(F_{f(x_{n_k}), y_{n_k}}(\frac{\varepsilon}{2}), F_{y_{n_k}, z}(\frac{\varepsilon}{2}))$$

i.e. $\lim_{k \to \infty} f(x_{n_k}) = z$, which means that the mapping $L_m$ is $f$-strongly demicompact.

We are going to prove that the mapping $L_n$ is weakly commuting with $f$, i.e. that for every $x \in M$

$$f(L_n x) \subset L_n(fx) = W(L(fx), x_0, k_n).$$

Let $u \in L_n u = W(Lu, x_0, k_n)$. Then there exists $z \in Lu$ such that $u = W(z, x_0, k_n)$, so

$$f(u) = f(W(z, x_0, k_n)) = W(fz, x_0, k_n) \subset W(f(Lx), x_0, k_n).$$

From the condition that the mapping $L$ is weakly commuting with $f$ it follows $W(f(Lx), x_0, k_n) = W(L(fx), x_0, k_n)$, i.e. $f(u) \in L_n(fx)$.

Hence, all the conditions of the Theorem 1 are satisfied and according to it, for every $n \in \mathbb{N}$, there exists $x_n \in M$ such that

$$f x_n \in L_n x_n.$$ 

Since $L_n x_n = \bigcup_{z \in Lx_n} W(z, x_0, k_n)$ there exists $z_n \in Lx_n$ such that $f x_n = W(z_n, x_0, k_n)$. Then, for every $n \in \mathbb{N}$$$

$$F_{f x_n, z_n}(\varepsilon) = F_{x_n, W(z_n, x_0, k_n)}(\varepsilon) \geq T(F_{x_n, x_{0}}(\frac{\varepsilon}{2k_n}), F_{x_n, x_0}(\frac{\varepsilon}{2(1-k_n)})) = T(1, F_{x_n, x_0}(\frac{\varepsilon}{2(1-k_n)})) = F_{x_n, x_0}(\frac{\varepsilon}{2(1-k_n)}).$$

Since $\lim_{n \to \infty} \frac{\varepsilon}{2(1-k_n)} = \infty$, it follows that $\lim_{n \to \infty} F_{x_n, x_0}(\frac{\varepsilon}{2(1-k_n)}) = 1$ because $z_n \in L(M)$ which is probabilistically bounded. Then we have $\lim_{n \to \infty} F_{f x_n, z_n}(\varepsilon) = 1$. Since $z_n \in Lx_n$ and $L(M)$ is compact it follows that there exists a convergent subsequence $(z_{n_k})_{k \in \mathbb{N}}$ of the sequence $(z_n)_{n \in \mathbb{N}}$. From $\lim_{n \to \infty} f x_n = z$ it follows $\lim_{n \to \infty} z_{n_k} = z$.

It remains to be proved that $fz \in Lz$. From $\lim_{n \to \infty} z_{n_k} = z$ and from the continuity of the mapping $f$ it follows $\lim_{n \to \infty} f z_{n_k} = f z$. Since $z_{n_k} \in Lx_{n_k}$ it follows that

$$f z_{n_k} \in f(Lx_{n_k}) \subset L(f z_{n_k}).$$

From the Lemma 2 it follows that the mapping $L$ is closed i.e.

$$fz \in Lz.$$ 
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Abstract

The representation of imprecise, uncertain or inconsistent information is not possible in relational databases, thus they require add-ons to handle these types of information. One possible add-on is to allow the attributes to have values that are fuzzy sets on the attribute domain, which result in fuzzy relational databases (FRDB). From the implementational point of view, values are limited to certain types of fuzzy sets, most often trapezoidal. In this paper we measure the similarity of fuzzy sets when they are values of fuzzy attributes in FRDB. We give a similarity fuzzy relation suitable for this task, which is easy to calculate and implement. The ordering $\preceq_I$ over the set of all fuzzy subsets of a universe ($\mathcal{F}(x)$) which is a generalization of the classical ordering $\leq$ is introduced. This ordering can be used to compare fuzzy sets and it is useful in query implementation. Ordering $\preceq_I$ together with the compatibility fuzzy relation is used to define another fuzzy relation $FLQ$ - fuzzy less or equal.

Keywords: similarity, fuzzy, relation, database.

1 Introduction

Relational databases (RDB) have been developed over the years. The representation of imprecise, uncertain or inconsistent information is not possible in RDB, thus they require add-ons to handle these types of information. One possible add-on is to allow the attributes to have values that are fuzzy sets on the attribute domain, which result in fuzzy relational databases (FRDB). From the implementational point of view, values are limited to certain types of fuzzy sets, most often trapezoidal. In our model that has been developed at the University of Novi Sad (in which the author of this paper has a significant role) we opted for interval values, triangular fuzzy numbers, fuzzy quantities and linguistic labels. Fuzzy values of attributes are not incorporated into existing database management systems, meaning that the database management system should be done from scratch. This is huge task and most often programmers build on existing RDB's which was the case of the system developed by the authors. FRDB usually have their own query language - fuzzy structured query language (FSQL). For more details on FRDB see [3, 2]. In classical database environments the result of a query is a relation over a database. In FRDB the result of a query is a fuzzy relation i.e. each row in the database has its satisfaction degree which is a value form the unit interval. The satisfaction degree is calculated based on the similarity of attribute values in the query and in the database. The focus of the paper is to find a general similarity fuzzy relation between attribute values when they appear in queries and in the database. We will show that a common fuzzy relation $FEQ$ is suitable for this task and can work on any type of fuzzy sets. Moreover, the implementation of this relation is possible.

2 FRDB and FSQL

The relational model uses a collection of tables to represent data and relationships among those data. In our model, data values need not be exact. We can handle imprecise and uncertain information using interval values, fuzzy numbers and quantities. For more details see [5, 6]. Also, each attribute can have linguistic labels as their values. In order for a linguistic label to be used it needs to be predefined by the database administrator. This information is stored in a fuzzy meta knowledge base, a crucial part of FRDB. An example of a table from FRDB is given in Table 1. The value $tri(170,10,10)$ represents a linear trian-
regular fuzzy with a center value at 170, and left and right tolerance 10. Values "small", "average", "tall" and "high" represent linguistic labels.

Table 1: An example of a Table in a FRDB

<table>
<thead>
<tr>
<th>Name</th>
<th>Height</th>
<th>Salary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steve</td>
<td>tri(170,10,10,lin)</td>
<td>30000</td>
</tr>
<tr>
<td>Amy</td>
<td>average</td>
<td>tri(45000,1000,1000,lin)</td>
</tr>
<tr>
<td>Jack</td>
<td>[188,190]</td>
<td>small</td>
</tr>
<tr>
<td>Jill</td>
<td>tall</td>
<td>high</td>
</tr>
</tbody>
</table>

SQL is the most common commercially marketed database query language. It uses a combination of relational algebra and relational calculus constructs to retrieve desired data from a database. FSQl is SQL that can handle fuzzy attribute values. The main difference between SQL and FSQl is that SQL returns a subset of the database as the query result. On the other hand, FSQl returns a satisfaction degree which is a number from the unit interval. When attributes with fuzzy values appear in the query, it is transformed into a query that can be handled by SQL and finally results obtained from the SQL query are then post processed in order to obtain the desired information. The exact syntax and more information about FSQl used here can be found in [5, 6]. Let us mention that other versions of FSQl exist, the most often used is the one found in [3].

The processing of the FSQl query consists of the following fazes:

1. Checking the query for syntax and semantic errors
2. Query transformation
3. Processing the results of the transformed query

First, the actual query text is checked, because it must follow the FSQl query syntax. Semantically, we must check if fuzzy attribute values are assigned only to attributes that allow them and also if there are any linguistic labels, whether the correct ones are used for particular attribute values. Then, the query is transformed into a query which can be processed by classical SQL. The dataset resulting from the transformed query is post processed in order to obtain a satisfaction degree for each line in the dataset.

The processing of the data set consists of two fazes. First, each attribute value from the database need to be compared with its counterpart in the query. In the following section this will be discussed in detail. The second faze is to calculate the satisfaction degree for each line in the dataset. This is done by using fuzzy logic and adequate generalizations of the conjunction, disjunction and negation operator (see [4, 7]).

3 Query database similarity fuzzy relation

Classical RDB data types are well known and the relations among their elements have been known for years in mathematics, linguistics etc. The implementations of the most common relations (=, >, <) has been done simultaneously with the creation of the first computer. However, in FRDB the relation between fuzzy subsets over a particular domain is more complex which makes its implementation more difficult. Also, allowing various data types for an attribute over a particular domain (crisp, interval, fuzzy subset, linguistic label) creates the necessity to find a similarity fuzzy relation between each pair of data types. In this section we will give some pointers how to create a similarity fuzzy relation between various data types and also suggest a well known fuzzy relation of fuzzy inclusion to be used for as the base for the query db similarity relation. Moreover, we will sketch how to implement this relation in order for it to work on general fuzzy sets.

First, let us review the simplest case of a crisp database attribute value. If the attribute value in the query is also crisp we have the same situation as in classical SQL which makes the comparison trivial. If the attribute value in the query is an interval we need to check whether that value from the dataset belongs to it and return the appropriate value. In case of fuzzy set attribute value the membership function value is returned.

Now, we observe the case of fuzzy set database values and also fuzzy set query values. The object is to find a fuzzy relation $R(db, q)$ where $db$ and $q$ are general fuzzy sets. One of the properties that relation should fulfill is reflexivity i.e. $(\forall x) R(x, x) = 1$. The relation that we suggest as the base for the similarity of fuzzy sets is fuzzy inclusion.

**Definition 1.** For arbitrary $A, B \in F(x)$ $FINCL(A, B)$ is calculated in the following way.

$$FINCL(A, B) = \frac{\text{card}(A \cap B)}{\text{card}(A)}.$$

where $A \cap B$ is the intersection of fuzzy sets $A$ and $B$, and $\text{card}(S)$ is the cardinality of a fuzzy set $S$.

This relation can be calculated for any fuzzy set. From the implementational point of view all it takes is to implement an algorithm for calculating the intersection of fuzzy sets and the algorithm for calculating the integral of a positive curve. This can lead to computational complexity problems which can easily be solved for particular types of fuzzy sets (triangular, trape-
When we recall the well known relations $\subseteq, =$, the following statement holds for any two sets $A, B$:

$$\text{if } A \subseteq B \land B \subseteq A \text{ then } A = B. \quad (1)$$

If $A, B$ are fuzzy sets, then we use statement (1) to define the fuzzy relation $\text{FEQ}$.

**Definition 2.** For arbitrary $A, B \in \mathcal{F}(x)$ the similarity relation $\text{FEQ}(A, B)$.

$$\text{FEQ}(A, B) = T(\text{FINCL}(A, B), \text{FINCL}(B, A)),$$

where $t$ is a $t$-norm. If we take $T(x, y) = \min(x, y)$, then:

$$\text{FEQ}(A, B) = \frac{\text{card}(A \cap B)}{\max(\text{card}(A), \text{card}(B))}.$$  

In Table 2 some results for $\text{FEQ}(A, B)$ are given.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>$\text{FEQ}(A, B)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>tri(170,10,10,lin)</td>
<td>tri(170,10,10,lin)</td>
<td>0.375</td>
</tr>
<tr>
<td>tri(170,5,5,lin)</td>
<td>tri(175,5,5,lin)</td>
<td>0.25</td>
</tr>
<tr>
<td>tri(170,5,5,lin)</td>
<td>tri(200,50,50,lin)</td>
<td>0.0635</td>
</tr>
<tr>
<td>tri(170,10,10)</td>
<td>tri(150,10,10)</td>
<td>0</td>
</tr>
</tbody>
</table>

Linguistic labels are most often defined as fuzzy sets. We should consider their meaning in order to handle them properly. Our opinion is that when a attribute value in the database is a linguistic label, it should be viewed as possibility distributions. This is not a problem in the case when the support of the set that represents the linguistic label is finite. On the other hand, when there are sets with infinite support the membership function cannot accurately represent the possibility distribution of the actual attribute value, as it is the case for fuzzy quantities. For example, a person that has that has the linguistic value ”tall” for the height attribute is not likely to be 235cm tall, but $\mu_{\text{tall}}(235) = 1$. This yields that the fuzzy quantity that represents ”tall” does not reflect the possibility distribution of the linguistic label. Let $fq(a, b, \text{dec}, \text{lin})$ be a linear increasing fuzzy quantity with a membership function is a straight line that connects the points $(-\infty, 1), (a, 1), (b, 0), (0, \infty)$ and similarly let $fq(a, b, \text{inc}, \text{lin})$ be a linear decreasing fuzzy quantity. The possibility distribution is found as a simple transformation of parameters:

$$\text{Poss}(fq(a, b, \text{inc}, \text{lin})) \rightarrow \text{tri}(a, b, a + 2 \cdot (b - a), \text{lin}),$$

$$\text{Poss}(fq(a, b, \text{dec}, \text{lin})) \rightarrow \text{tri}(a - 2 \cdot (b - a), a, b, \text{lin}).$$

where a triangular fuzzy number represents the possibility distribution of a fuzzy quantity. On the other hand, when we have linguistic labels as query data values they should not be transformed since they accurately reflect the essence of the query.

Finally, intervals can be viewed as special possibility distributions-fuzzy sets

$$\pi([a, b]) = \left\{ \begin{array}{ll} 1, & x \in [a, b], \\ 0, & \text{otherwise.} \end{array} \right\},$$

which makes calculations with them easy (see Figure 1.).

![Figure 1. Intervals as possibility distributions.](image)

In Table 3 some examples of compatibility between intervals and fuzzy numbers are given.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>$\text{FEQ}(A, B)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[10,20]</td>
<td>tri(15,10,10,lin)</td>
<td>0.75</td>
</tr>
<tr>
<td>[10,20]</td>
<td>tri(15,15,15,lin)</td>
<td>0.556</td>
</tr>
<tr>
<td>tri(15,10,10,lin)</td>
<td>[10,20]</td>
<td>0.75</td>
</tr>
<tr>
<td>tri(15,15,15,lin)</td>
<td>[10,20]</td>
<td>0.444</td>
</tr>
</tbody>
</table>

In the previous section we have presented a general similarity relation for any type of fuzzy set, relation $\text{FEQ}$ (see Definition 2.). The introduction of a new fuzzy set type is only the question of imagination and patience of the database administrator. We have already implemented triangular fuzzy numbers, fuzzy quantities and intervals. In our future work we hope to implement fuzzy sets that allow inconsistency in data values i.e. multi–trapezoidal fuzzy sets (see Figure 2.).

4 Generalization and fuzzyfication of the operator $\leq$

In order to make possible conditions like $\text{height} \leq \text{triangle}(180, 5, 5)$, an ordering needs to be introduced...
on the set of all fuzzy subset of a universe (attribute
domain) denoted \( \mathcal{F}(X) \). Orderings on \( \mathcal{F}(X) \) have been
studied over the years. The most common one is the
generalization of the well known ordering \( \leq \). In case
of intervals the generalization is in the following form.
For two intervals \([a_1, b_1]\) and \([a_2, b_2]\) we have:
\[
[a_1, b_1] \preceq [a_2, b_2] \iff a_1 \leq a_2 \textrm{ and } b_1 \leq b_2.
\]
Now, let us expand the ordering on fuzzy sets.

**Definition 3.** Let \( \preceq \) be an ordering on \( X \) and let
\( A \in \mathcal{F}(x) \). A fuzzy superset of \( A \), denoted by \( LTR(A) \)
is defined as:
\[
\mu_{LTR(A)}(x) = \sup\{\mu_A(y) | y \preceq x\}.
\]

\( LTR(A) \) is actually the smallest fuzzy superset of \( A \)
with a non-decreasing membership function. Analogously, \( RTL(A) \)
is defined as:
\[
\mu_{RTL(A)}(x) = \sup\{\mu_A(y) | x \preceq y\}.
\]

Likewise, \( RTL(A) \) is the smallest fuzzy superset of \( A \)
with a non-increasing membership function.

**Definition 4.** If \( A, B \in \mathcal{F}(X) \) then we define an
ordering \( \preceq_{L} \) \([1]\) on \( \mathcal{F}(X) \):
\[
A \preceq_{L} B \iff LTR(A) \supseteq LTR(B) \land RTL(A) \subseteq RTL(B).
\]

For more details on orderings on the set \( \mathcal{F}(X) \) see \([1]\). It
can easily be seen that two fuzzy sets with different
hights cannot be compared. Thus, a new ordering \( \preceq'_{L} \)
is defined. First, a new set \([A]\) is defined:
\[
\mu_{[A]}(x) = \begin{cases} 
1 & \mu_A(x) = \text{height}(A), \\
\mu_A(x) & \text{otherwise}.
\end{cases}
\]

**Definition 5.** For arbitrary \( A, B \in \mathcal{F}(x) \), a new
ordering which can be applied to larger number of fuzzy
sets is proposed:
\[
A \preceq'_{L} B \iff [A] \preceq_{L} [B]
\]

The ordering \( \preceq'_{L} \) ranks fuzzy numbers depending on
their horizontal position on the graph. The more the
membership function is to the right on the graph the
larger the fuzzy number is. This is not a total ordering,
incomparable fuzzy sets can be seen on Figure 3. For
triangular fuzzy numbers this can be done very easily.
For example:
\[
LTR(tri(180, 10, 10, lin)) = f_q(170, 180, inc, lin),
RTL(tri(180, 10, 10, lin)) = f_q(180, 190, dec, lin).
\]

Similar relations hold for fuzzy quantities and trapezoidal
fuzzy numbers.

Besides using the relation operators many contribu-
tions have been written on fuzzy relational operators.
It is clear that we can define the relation "fuzzy less or
equal" denoted \( FLQ \) fuzzyfying the previously defined
ordering \( \preceq_{L} \).

**Definition 6.** Let \( A, B \in \mathcal{F}(x). \) The fuzzy relation
\( FLQ \) is defined in the following way:
\[
FLQ(A, B) = T(FLQ_{\mathcal{F}}(LTR^A(B), LTR^B(A)),
FLQ_{\mathcal{F}}(RTL^A(B), RTL^B(A))).
\]

where \( LTR^M(N) = LTR(M) \setminus LTR(M \cap N) \),
\( RTL^M(N) = RTL(M) \setminus RTL(M \cap N) \) and \( T \) is a
\( t \)-norm. The introduction of \( LTR^M(N) \) and \( RTL^M(N) \)
was necessary since the fuzzy sets \( LTR \) and \( RTL \) have
infinite support thus it is impossible to calculate their
cardinality. Some results of \( FLQ(A, B) \) are given in
the Table 4.

However, in \([3]\) fuzzy relation on the set of trapezoidal
\( FLEQ \) is defined, which is the equivalent of \( FLQ \).
Let \( A = (\alpha_A, \beta_A, \gamma_A, \delta_A) \) and \( B = (\alpha_B, \beta_B, \gamma_B, \delta_B) \)
be two linear trapezoidal fuzzy numbers. The relation
\( FLEQ(A, B) \) is defined in the following way:
\[
FLEQ(A, B) = \begin{cases} 
1 & \beta_B \leq \gamma_A, \\
\frac{\delta_B - \alpha_A}{(\beta_B - \alpha_A) - (\gamma_B - \alpha_A)} & \alpha_A < \delta_B, \\
0 & \alpha_A > \gamma_B \land \beta_A \leq \gamma_B, \\
& \alpha_A \leq \beta_B, \\
& \text{otherwise}.
\end{cases}
\]
It is clear that if $FLQ(A, B) = 1$ then also $FLEQ(A, B) = 1$. Moreover, if

$$FLQ(A(\alpha_A, \beta_A, \gamma_A, \delta_A), B(\alpha_B, \beta_B, \gamma_B, \delta_B) > 0$$

then $\delta_B \geq \delta_A$ which implies $FLEQ(A, B) = 1$. Also we have: If

$$FLEQ(A(\alpha_A, \beta_A, \gamma_A, \delta_A), B(\alpha_B, \beta_B, \gamma_B, \delta_B) < 1$$

then $FLQ(A, B) = 0$. This leads us to conclusion that for each $A, B$ we have $FLEQ(A, B) \geq FLQ(A, B)$ making $FLQ$ a stricter relation than $FLEQ$. In Table 4 a comparison of $FLQ$ and $FLEQ$ is given for trapezoidal fuzzy numbers.

Table 4: FLQ and FLEQ relation.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>FLQ</th>
<th>FLEQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10,20,60,80)</td>
<td>(30,40,50,70)</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>(10,20,60,80)</td>
<td>(30,40,50,100)</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>(10,20,60,80)</td>
<td>(11,11.5,12,25)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>(10,20,60,80)</td>
<td>(11,15,19,25)</td>
<td>0</td>
<td>0.94</td>
</tr>
</tbody>
</table>

5 Conclusion

In this paper we have presented a similarity relation that can be used in querying of fuzzy relational databases (FRDB). Using the ordering $\preceq_I$ fuzzy relation $FLQ$ is defined. Let us mention that the computer implementation of these relations is very simple for most types of fuzzy sets and the computational complexity is at the same level as the calculation of classical database relations ($\subseteq$, $\subseteq_I$). However, the practical use of these implementations has not been tested on commercial databases. This is one of our aims in the future.
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Abstract

Based on a minimal set of axioms we introduce a general integral which can be defined on arbitrary measurable spaces. It acts on measures which are only (finite) monotone set functions and on measurable functions whose range is contained in the unit interval. We introduce the notion of integral equivalence of pairs of measures and functions which leads us to a special important general integrals called universal integral. Several special types of such functionals, including extremal ones, are characterized.

Key words. General integral, monotone set function, integral equivalence, universal integral, Choquet integral, semicopula.

1 Introduction

We try to contribute to a classical discussion: “What is an integral?” Based on certain minimal sets of axioms we introduce two concepts of functionals (here called general and universal integrals), which can be defined on arbitrary measurable spaces and which act on measures which are only (finite) monotone set functions and for measurable functions whose range is contained in the unit interval. Several special types of such functionals, including extremal ones, are characterized.

Clearly, the Choquet and the Sugeno integral are well-known examples of universal integrals: for any monotone set function $m$ vanishing at the empty set and for any measurable function $f$ with range $[0, 1]$ the Choquet integral (considered earlier in [19]) is given by

$$Ch(f) = \int_0^1 m(\{x \mid f(x) \geq t\}) \, dt.$$ 

Note that the original proposal in [3] was done for special monotone set functions (capacities) only. The Sugeno integral (originally considered for continuous monotone set functions) is given by

$$Su(f) = \sup_t \min(t, m(\{x \mid f(x) \geq t\})),$$

and again it can be defined for any $m$ and $f$.

Usually these integrals are either interpolations (when sets are represented as characteristic functions), e.g., Choquet integral on $[0, 1]$, or extrapolations, e.g., the Choquet integral on $[0, \infty]$. We will concentrate on interpolative integrals trying to provide some common framework. Based on a natural (although very weak) axiomatization we shall prove some intrinsic properties.

2 Integral equivalence

Throughout of this paper, let $X$ be a fixed non-empty set, $\mathcal{A}$ a $\sigma$-algebra of subsets of $X$ (in the case of a finite set $X$ we usually take $\mathcal{A} = 2^X$), and $\mathcal{F}$ the class of all measurable functions $f: X \rightarrow [0, 1]$. Finally, denote by $M$ the class of all monotone set functions $m: \mathcal{A} \rightarrow [0, 1]$ (considered, sometimes with additional properties, in [4,6,11,15,18,20]) which satisfy $m(\emptyset) = 0$, $m(X) = 1$ and $m(A) \leq m(B)$ whenever $A \subseteq B$.

Since we will consider integrals depending only on the pair consisting of a measure and a function we introduce a generalization of the equality almost everywhere of two functions.

**Definition 2.1** Let $m_1, m_2 \in M$ and $f_1, f_2 \in \mathcal{F}$. We say that the pairs $(m_1, f_1)$ and $(m_2, f_2)$ are integral equivalent, in symbols $(m_1, f_1) \sim (m_2, f_2)$, whenever

$$m_1(\{x \mid f_1(x) \geq t\}) = m_2(\{x \mid f_2(x) \geq t\})$$

for every $t \in [0, 1]$.

**Remark 2.2**

(i) Fixing the measures $m_1 = m_2 = m$ in Definition 2.1 we obtain the $m$-indistinguishability from
of functions $f_1$ and $f_2$, and in this case we will write $f_1 \sim_m f_2$.
(ii) Fixing the functions $f_1 = f_2 = f$ in Definition 2.1 we can introduce the $f$-indistinguishability of measures $m_1$ and $m_2$, and in this case we will write $m_1 \sim_f m_2$.

**Example 2.3**
(i) Let $m$ be a probability measure. Then the classical equality $m$-almost everywhere of two functions $f$ and $g$ implies that $f \sim_m g$, but not vice versa, i.e., the relation $\sim_m$ is a generalization of the equality $m$-almost everywhere.
(ii) Note that for the weakest monotone measure $m_*: A \to [0, 1]$ given by

$$m_*(A) = \begin{cases} 1 & \text{if } A = X, \\ 0 & \text{otherwise}, \end{cases}$$

we have $f_1 \sim_{m_*} f_2$ if and only if $\inf f_1 = \inf f_2$.
(iii) Similarly, for the strongest monotone measure $m^*: A \to [0, 1]$ given by

$$m^*(A) = \begin{cases} 0 & \text{if } A = \emptyset, \\ 1 & \text{otherwise}, \end{cases}$$

we have $f_1 \sim_{m^*} f_2$ if and only if $\sup f_1 = \sup f_2$ and both function either simultaneously possess the maximal value, or not. Hence, if $X$ is finite, then $f_1 \sim_{m^*} f_2$ if and only if $\max f_1 = \max f_2$.
(iv) We get $m_1 \sim m_2$ for all $m_1, m_2 \in \mathcal{M}$ and each constant function $c: X \to [0, 1]$ given by $c(x) = c$. On the other hand, if $f = c \cdot 1_A$ for some $c \in [0, 1]$ and $A \in A$, then we have $m_1 \sim_f m_2$ if and only if $m_1(A) = m_2(A)$.

**Proposition 2.4** Define for $m \in \mathcal{M}$ and for a measurable function $\varphi: X \to X$ the measure $m^\varphi \in \mathcal{M}$ by $m^\varphi(A) = m(\varphi^{-1}(A))$. Then for all $f \in \mathcal{F}$ the pairs $(m, f \circ \varphi)$ and $(m^\varphi, f)$ are integral equivalent.

We shall compare the notion of $m$-indistinguishability with the equality almost everywhere based on the notion of null set for the case of monotone set functions given in [9], see [11].

**Definition 2.5** A set $N \in A$ is a null set with respect to $m \in \mathcal{M}$ if for all $A \in A$ we have

$$m(A \cup N) = m(A).$$

**Definition 2.6** Let $m \in \mathcal{M}$ and $f, g \in \mathcal{F}$. We say that $f = g$ almost everywhere with respect to $m$ if there exists a null set $N \in A$ with respect to $m$ such that $f(x) = g(x)$ for every $x \in \mathbb{C}N$.

**Theorem 2.7** Let $m \in \mathcal{M}$ and $f, g \in \mathcal{F}$. If $f = g$ almost everywhere with respect to $m$, then $f$ and $g$ are $m$-indistinguishable.

The converse of Theorem 2.7 is not true in general:

**Example 2.8** The only null set with respect to $m^*$ is the empty set. Therefore we have $f_1 = f_2$ almost everywhere with respect to $m^*$ if and only if $f_1(x) = f_2(x)$ for every $x \in X$, but $f_1 \sim_{m^*} f_2$ if and only if $\sup f_1 = \sup f_2$.

# 3 General integral

We have introduced in the paper [8] the notion of general integral.

**Definition 3.1** A mapping $G: \mathcal{M} \times \mathcal{F} \to [0, 1]$ is called a general integral on $(X, A)$ if it satisfies the following conditions:

(I1) boundary conditions, i.e., for each $m \in \mathcal{M}$ we have $G(m, 0) = 0$ and $G(m, 1) = 1$,

(I2) monotonicity in both coordinates, i.e., for $m_1 \leq m_2$ and $f_1 \leq f_2$ we have $G(m_1, f_1) \leq G(m_2, f_2)$,

(I3) extension of the measure, i.e., for each $A \in A$ and for each $m \in \mathcal{M}$ we have $G(m, 1_A) = m(A)$,

(I4) idempotency, i.e., for every $c \in [0, 1]$ we have $G(m, c) = c$,

(I5) existence of a pseudo-multiplication, i.e., there exists a binary operation $\otimes: [0, 1]^2 \to [0, 1]$ such that for each $m \in \mathcal{M}$, each $c \in [0, 1]$ and each $A \in A$

$$G(m, c \cdot 1_A) = c \otimes m(A),$$

(I6) for each measurable function $\varphi: X \to X$, and for each $(m, f) \in \mathcal{M} \times \mathcal{F}$ we have

$$G(m^\varphi, f) = G(m, f \circ \varphi),$$

where the measure $m^\varphi \in \mathcal{M}$ is given by $m^\varphi(A) = m(\varphi^{-1}(A))$.

Obviously, (I3) as well as (I4) implies (I1); however we prefer to keep axiom (I1) in order to stress the boundary conditions of integral functionals.

Observe that one of the consequences of axiom (I6) is that for a general integral $G$ and a Dirac measure
All the mass is concentrated in \( x_0 \in X \) we have \( G(m_{x_0}, f) = f(x_0) \) for each \( f \in \mathcal{F} \). Also, the class \( \mathcal{G} \) of general integrals is convex, and it is closed under each idempotent aggregation operator. Observe that the axioms (II)–(IV) imply that the pseudo-multiplication \( \otimes \) required in axiom (I) is a semicopula (see [1, 5]).

Following the ideas of inner and outer measures in classical measure theory, we obtain the following result:

**Theorem 3.2** Let \( \otimes \) be a semicopula. Then the class \( \mathcal{G}_\otimes \) of all general integrals related to \( \otimes \) is a convex class with smallest element \( G_\otimes \) and greatest element \( G^{\otimes} \), given by

\[
G_\otimes(m, f) = \sup\{t \otimes m(\{f \geq t\}) \mid t \in [0, 1]\}, \\
G^{\otimes}(m, f) = (\sup f) \otimes m(\{f > 0\}).
\]

Recall that the drastic product \( T_D \) is the weakest and the minimum \( T_M \) is the strongest semicopula. Obviously, for any two semicopulas \( \otimes_1 \) and \( \otimes_2 \) with \( \otimes_1 \leq \otimes_2 \) we have \( G_{\otimes_1} \leq G_{\otimes_2} \) and \( G^{\otimes_1} \leq G^{\otimes_2} \).

**Corollary 3.3** The smallest general integral \( G_* = G_{T_D} \) and the largest general integral \( G^* = G_{T_M} \) are given by

\[
G_*(m, f) = \sup\{T_D(t, m(\{f \geq t\})) \mid t \in [0, 1]\} \\
= \max(\operatorname{essinf}_m f, m(\{f = 1\})), \\
G^*(m, f) = \min(\sup m f, m(\{f > 0\})).
\]

Here \( \operatorname{essinf}_m f = \sup\{t \in [0, 1] \mid m\{f \geq t\} = 1\} \).

Note that the Choquet and the Sugeno integral are examples of general integrals. Moreover, these integrals (and also \( G_* \)) give the same result for integral equivalent pairs \((m_1, f_1)\) and \((m_2, f_2)\).

However, a general integral \( G \) does not fulfill \( G(m_1, f_1) = G(m_2, f_2) \) whenever \((m_1, f_1) \sim (m_2, f_2)\), in general.

**Example 3.4** Let \( X = [0, 1] \) and \( A \) the \( \sigma \)-algebra of Borel subsets of \( X \). Define \( G : \mathcal{M} \times \mathcal{F} \to [0, 1] \) in the following way

\[
G(m, f) = m(f > 0) \cdot \sup f.
\]

Observe that \( G = G^P \) is the strongest general integral based on the product \( T_P \) as the semicopula \( \otimes \). Then \((m_0, 0) \sim (m_0, \text{id}_X)\), but \( G(m_0, 0) = 0 \) and \( G(m_0, \text{id}_X) = 1 \).

**4 A universal integral**

To overcome the possibility of obtaining different outputs applying a general integral to integral equivalent pairs \((m_1, f_1) \sim (m_2, f_2)\), we introduce universal integrals.

**Definition 4.1** A general integral \( U : \mathcal{M} \times \mathcal{F} \to [0, 1] \) is called universal integral whenever for each integral equivalent pairs \((m_1, f_1)\) and \((m_2, f_2)\) from \( \mathcal{M} \times \mathcal{F} \) we have

\[
U(m_1, f_1) = U(m_2, f_2).
\]

Note that there are two other equivalent concepts of defining universal integrals [7, 17].

Again, the Choquet, and the Sugeno integral are examples of universal integrals. The class \( \mathcal{U} \) of universal integrals is also a convex set, and it is closed under any idempotent aggregation operator.

A generalization of the construction method of Choquet and Sugeno integrals for a universal integral can be described in the following way (see [17]). Suppose that for a general integral \( U : \mathcal{M} \times \mathcal{F} \to [0, 1] \) there exists a monotone function \( J : \mathcal{L}([0, 1]) \to [0, 1] \) such that

\[
U(m, f) = J(h_{m,f}),
\]

where \( \mathcal{L}([0, 1]) \) is the class of all Borel measurable functions from \([0, 1]\) to \([0, 1]\) and \( h_{m,f} : [0, 1] \to [0, 1] \) is given by \( h_{m,f}(t) = m\{f > t\} \). Then evidently \( U \) is a universal integral (observe that \((m_1, f_1) \sim (m_2, f_2)\) if and only if \( h_{m_1,f_1} = h_{m_2,f_2} \)). Conversely, for a universal integral \( U \) it is enough to put

\[
J(g) = \sup\{U(m, f) \mid h_{m,f} \leq g\}
\]
in order to obtain (1).

Now we recall two properties of the class \( \mathcal{U} \) of universal integrals, see also [17]:

(i) For each \( U \in \mathcal{U} \) we have

\[
U_* \leq U \leq U^*,
\]

where \( U_* \) and \( U^* \) are given by

\[
U_* = G_*, \\
U^*(m, f) = \min(\operatorname{essup}_m f, m(\{f > 0\})),
\]

and \( \operatorname{essup}_m f = \sup\{t \in [0, 1] \mid m\{f \geq t\} > 0\} \).

(ii) For each measurable space \((X, 2^X)\), each \([0, 1]\)-valued measure \( m \in \mathcal{M} \) and each \( f \in \mathcal{F} \) we have \( U_* (m, f) = U(m, f) = U^*(m, f) \) for all \( U \in \mathcal{U} \).

Defining the function \( L_m : \mathcal{F} \to [0, 1] \) by \( L_m(f) = U_* (m, f) \), then \( L_m \) is a lattice polynomial on \( X \), and it can be written as

\[
L_m(f) = \bigvee_{m(A) = 1} \bigwedge_{x \in A} f(x).
\]
For universal integrals we have the following counterpart of Theorem 3.2:

**Theorem 4.2** Let \( \otimes \) be a semicopula. Then the class \( U_\otimes \) of all universal integrals related to \( \otimes \) is a convex class with smallest element \( U_\otimes \) and greatest element \( U_\otimes \), given by

\[
U_\otimes = G_\otimes, \\
U_\otimes (m, f) = (\text{essup}_m f) \otimes m(\{ f > 0 \}).
\]

Observe that \( U_{TM} \) is the Sugeno integral, while \( U_{TP} \) is the Shilkret integral [13] (originally defined for maxitive measures only).

**5 Acknowledgment**

The second and the third author were supported by a technology transfer project of the Upper Austrian Government. The second author also acknowledges the support of O¨sterreichische Forschungsgemeinschaft and by the grants VEGA 1/4209/07, APVV-0375-06, and MSM VZ 619898701, the third author was also supported by Vojvodina PSSTD and by grant MNTRS-144012.

**References**


On the $k$-additive core of capacities

Michel GRABISCH
University of Paris I – Panthéon-Sorbonne,
CERMSEM
106-112 Bd de l’Hôpital, 75013 Paris, France
michel.grabisch@lip6.fr

Pedro MIRANDA
Universidad Complutense de Madrid
Plaza de Ciencias, 3, 28040 Madrid, Spain
pmiranda@mat.ucm.es

Abstract

We investigate in this paper the set of $k$-additive capacities dominating a given capacity, which we call the $k$-additive core. We study its structure through achievable families, which play the role of maximal chains in the classical case ($k = 1$), and show that associated capacities are elements (possibly a vertex) of the $k$-additive core when the capacity is $(k+1)$-monotone. As a particular case, we study the set of $k$-additive belief functions dominating a belief function. The problem of finding all vertices of the $k$-additive core is still an open question.
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1 Introduction

The core of a capacity or a game is a fundamental concept, both in decision making theory and in cooperative game theory. In decision making, it is the set of probability measures which are coherent with the information given by the capacity in the representation of uncertainty [15]. In game theory, it is the set of imputations (additive games) that can be given to players so that no subcoalition of the grand coalition has interest to form.

The properties of the core are well known, most of them have been shown by Shapley [13]. In many cases, it happens that the core is empty. A sufficient and necessary condition for nonemptiness is known for capacities and games, which is called balancedness. In particular, convex capacities have a nonempty core.

Since having an empty core is not a favorable situation, either in decision making or in game theory, it may be an alternative solution to look for more general concepts. For example, since the core contains additive capacities or games, we may relax additivity to a weaker notion: $k$-additivity, proposed by Grabisch [5]. We may call this new notion the $k$-additive core.

Some studies on the $k$-additive core have already been done by the authors, see, e.g., [6, 11]. It happens that the structure of the $k$-additive core is much more complex than the one of the classical core. In particular, the set of its vertices is not known. The aim of this paper is to provide new insights in this direction, and to complete results shown in [9].

2 Background

Throughout the paper, we consider a finite universal set $X$, with $|X| = n$. We use indifferently $2^X$ or $\mathcal{P}(X)$ to denote the set of subsets of $X$, and the set of subsets of $X$ containing at most $k$ elements is denoted by $\mathcal{P}^k(X)$, while $\mathcal{P}^k(X) := \mathcal{P}(X) \setminus \{\emptyset\}$. A set function on $X$ is a function $\mu : 2^X \rightarrow \mathbb{R}$.

Definition 1 [3, 14] A fuzzy measure or capacity $\mu$ on $X$ is a nonnegative set function on $X$ such that $\mu(\emptyset) = 0$, and $\mu(A) \leq \mu(B)$ whenever $A \subseteq B$ (monotonicity). A capacity is normalized if $\mu(X) = 1$.

We assume in this paper that capacities are normalized. The set of capacities (or fuzzy measures) on $X$ is denoted by $\mathcal{F}M(X)$. For any $A \in 2^X \setminus \{\emptyset\}$, the unanimity game centered on $A$ is defined by $u_A(B) = 1$ iff $B \supseteq A$, and 0 otherwise.

Definition 2 A capacity $\mu$ on $X$ is said to be:

(i) additive if $\mu(A \cup B) = \mu(A) + \mu(B)$ whenever $A \cap B = \emptyset$;

(ii) convex if $\mu(A \cup B) + \mu(A \cap B) \geq \mu(A) + \mu(B)$, for all $A, B \subseteq X$;

(iii) $k$-monotone for $k \geq 2$ if for any family of $k$ sub-
sets $A_1, \ldots, A_k$, it holds
\[
\mu \left( \bigcup_{i=1}^{k} A_i \right) \geq \sum_{K \subseteq \{1, \ldots, k \}} (-1)^{|K|+1} \mu \left( \bigcap_{j \in K} A_j \right)
\]
(iv) totally monotone if it is $k$-monotone for all $k \geq 2$.

Totally monotone capacities are also called belief functions [12]. By extension, we define 1-monotone capacities as monotone capacities. We will denote the set of belief functions on $X$ by $\mathcal{BEl}(X)$. Remark that $k$-monotonicity implies $k'$-monotonicity for all $2 \leq k' \leq k$. Also, for $n > 3$, $(n-2)$-monotone capacities are totally monotone [1].

**Definition 3** Let $\mu$ be a set function on $X$. The Möbius transform of $\mu$ is a set function $m: 2^X \to \mathbb{R}$ defined by:
\[
m(A) := \sum_{B \subseteq A} (-1)^{|A \setminus B|} \mu(B).
\]
The Möbius transform is invertible since one can recover $\mu$ from $m$ by:
\[
\mu(A) = \sum_{B \subseteq A} m(B).
\]
If $\mu$ is an additive capacity, then $m$ is non null only for singletons, and $m(\{i\}) = \mu(\{i\})$. The Möbius transform of $u_A$ is given by $m(A) = 1$ and $m(\emptyset) = 0$ otherwise.

**Definition 4** A set function $\mu$ vanishing at the empty set is said to be $k$-additive for some integer $k \in \{1, \ldots, n\}$ if $m(A) = 0$ whenever $|A| > k$, and there exists some $A$ such that $|A| = k$, and $m(A) \neq 0$.

Clearly, 1-additive capacities are additive measures, and a $k$-additive set function needs only $\sum_{i=1}^{k} \binom{n}{i} - 2$ values to be defined. The set of capacities on $X$ being at most $k$-additive is denoted by $\mathcal{FM}^k(X)$. Similarly, we denote by $\mathcal{BEl}^k(X)$ the set of belief functions being at most $k$-additive.

We recall the fundamental following result.

**Proposition 1** [2] (i) Let $\mu$ be a set function on $X$ such that $\mu(\emptyset) = 0$. Then monotonicity is equivalent to
\[
\sum_{i \in L \subseteq B} m(L) \geq 0, \quad \forall B \subseteq X, \quad \forall i \in B.
\]
(ii) Let $\mu$ be a capacity. Then for $2 \leq k \leq n$, $k$-monotonicity is equivalent to
\[
\sum_{A \subseteq L \subseteq B} m(L) \geq 0, \quad \forall A \subseteq B \subseteq X, \quad |A| \leq k.
\]
Clearly, a totally monotone capacity has a non-negative Möbius transform.

### 3 The core of capacities

**Definition 5** Let $\mu$ be a capacity on $X$. The core of $\mu$ is defined by:
\[
\mathcal{C}(\mu) := \{ \nu \in \mathcal{FM}^1(X) \mid \nu \geq \mu \},
\]
where $\nu \geq \mu$ means $\nu(A) \geq \mu(A)$ for all $A \subseteq X$.

A maximal chain in $2^X$ is a sequence of subsets $A_0 := \emptyset, A_1, \ldots, A_n := X$ such that $A_i \subseteq A_{i+1}$, $i = 0, \ldots, n-1$. The set of maximal chains of $2^X$ is denoted by $\mathcal{M}(2^X)$.

To each maximal chain $C := \{\emptyset, A_1, \ldots, A_n = X\}$ in $\mathcal{M}(2^X)$ corresponds a unique permutation $\sigma$ on $X$ such that $A_1 = \sigma(1), A_2 \setminus A_1 = \sigma(2), \ldots, A_n \setminus A_{n-1} = \sigma(n)$. The set of all permutations over $X$ is denoted by $\mathcal{S}(X)$. Let $\mu$ be a capacity. To each permutation $\sigma$ (or maximal chain $C$) we assign a marginal worth vector $p^\sigma$ (or $p^C$) in $\mathbb{R}^n$ defined by:
\[
p^\sigma_{\sigma(i)} := \mu(\{\sigma(1), \ldots, \sigma(i)\}) - \mu(\{\sigma(1), \ldots, \sigma(i-1)\})
\]

or
\[
p^C_{\sigma(i)} := \mu(A_i) - \mu(A_{i-1})
\]
with the above notation. Any marginal worth vector forms a probability distribution over $X$, and hence defines an additive capacity. The following is immediate.

**Proposition 2** Let $\mu$ be a capacity on $X$, and $C$ a maximal chain of $2^X$. Then
\[
p^C(A) = \mu(A), \quad \forall A \in C.
\]

**Theorem 1** The following are equivalent.

(i) $\mu$ is a convex capacity

(ii) all marginal worth vectors $p^\sigma$, $\sigma \in \mathcal{S}(X)$ belong to the core of $\mu$

(iii) $\mathcal{C}(\mu) = \text{co}(\{p^\sigma\}_{\sigma \in \mathcal{S}(X)})$

(iv) $\text{ext}(\mathcal{C}(\mu)) = \{p^\sigma\}_{\sigma \in \mathcal{S}(X)}$,

where $\text{co}(K)$ and $\text{ext}(K)$ denote respectively the convex hull and the extreme points of some convex set $K$.

(i) $\Rightarrow$ (ii) and (i) $\Rightarrow$ (iv) are due to Shapley [13], while (ii) $\Rightarrow$ (i) was proved by Ichiishi [10].

### 4 The $k$-additive core of capacities

**Definition 6** [6] Let $\mu$ be a capacity on $X$, and $1 \leq k \leq n-1$. The $k$-additive core of $\mu$ is defined by:
\[
\mathcal{C}^k(\mu) := \{ \nu \in \mathcal{FM}^k(X) \mid \nu \geq \mu \}.
\]
Note that $C^1(\mu) = C(\mu)$. Similarly, we introduce $BC^k(\mu)$ the set of $k$-additive belief functions dominating $\mu$.

Let us start introducing some notations. For a given $k$, $1 \leq k \leq n$, we define

$$\Lambda_k^\mu := \{\lambda : \mathcal{P}(X) \times \mathcal{P}_n^+(X) \rightarrow \mathbb{R} \mid \forall B \in \mathcal{P}(X),$$

$$\sum_{A \cap B \neq \emptyset} \lambda(B, A) = 1, \lambda(B, A) = 0 \text{ if } A \cap B = \emptyset\}.$$ 

From this set and for a given capacity $\mu$, we define a set of $k$-additive set functions $\mathcal{M}_{\Lambda^\mu}^k(\mu) := \{\mu_\lambda \mid \lambda \in \Lambda_k^\mu\}$, with $\mu_\lambda$ defined by its Möbius transform $m_\lambda$:

$$m_\lambda(A) = \sum_{B \in \mathcal{P}(X)} \lambda(B, A)m(B).$$

Similarly, we can define $\Lambda^\mu_k$ and $\Lambda^\mu_k$, from which we can derive the corresponding sets $\mathcal{M}_{\Lambda^\mu_k}^k(\mu)$ and $\mathcal{M}_{\Lambda^\mu_k}^k(\mu)$, by replacing $\cap$ by $\subseteq$, $\supseteq$. When $\lambda$ is restricted to non-negative values (then it becomes a weight function), we will use the notations $\Lambda_{k,+}^\mu, \Lambda_{k,+,+}^\mu, \Lambda_{k,+,+,+}^\mu$, and the corresponding $\mathcal{M}_{\Lambda_{k,+,+}^\mu}^k(\mu), \mathcal{M}_{\Lambda_{k,+,+,+}^\mu}^k(\mu)$ and $\mathcal{M}_{\Lambda_{k,+,+,+,+}^\mu}^k(\mu)$.

Given a capacity $\mu$, the problem of obtaining the set of all probability measures dominating $\mu$ has been addressed by several authors [2, 4]. Chateauneuf and Jaffray proved in [2] the following result:

**Theorem 2** [2] Let $\mu$ be a capacity on $X$, $m$ its Möbius transform, and suppose $P \in C^1(\mu)$. Then, $P \in \mathcal{M}_{\Lambda_{k,+,+}^\mu}^k(\mu)$.

Dempster has shown the same result in [4] and also Shapley in [13], but both of them only for belief functions. In general, $C^1(\mu) \subseteq \mathcal{M}_{\Lambda_{k,+,+}^\mu}^k(\mu)$, and equality holds when $\mu \in \mathcal{B}_+(X)$.

Grabisch has extended Theorem 2 for the $k$-additive case in [8].

**Theorem 3** [8] Let $\mu$ be a capacity, and suppose that $\mu^* \in C^k(\mu)$, for some $1 \leq k \leq n-1$. Then, necessarily, $\mu^* \in \mathcal{M}_{\Lambda_{k,+,+}^\mu}^k(\mu)$.

As shown in [11], $C^k(\mu) \subseteq \mathcal{M}_{\Lambda_{k,+,+}^\mu}^k(\mu)$, and equality holds only for the unanimity game centered on $X$. The following can be proved.

**Theorem 4** [11] Let $\mu$ be a belief function, and suppose $\mu^* \in BC^k(\mu)$. Then, necessarily $\mu^* \in \mathcal{M}_{\Lambda_{k,+,+}^\mu}^k(\mu)$.

Remark that $\mathcal{M}_{\Lambda_{k,+,+}^\mu}^k(\mu)$ generalizes $\mathcal{M}_{\Lambda_{k,+,+}^\mu}^k(\mu)$ for the general $k$-additive case. However, similarly as Theorem 3, Theorem 4 provides a very large class of functions, as shown by the following result.

**Proposition 3** Let $\mu$ be a capacity. Then, $\mathcal{M}_{\Lambda_{k,+,+}^\mu}^k(\mu) \subseteq BC^k(\mu)$ if and only if $\mu(A) = 0, \forall A \neq X$.

Thus, as pointed out in [11], it is not possible to generalize the good properties obtained for probabilities in [2]. For $\Lambda_{k,+,+}^\mu$, the following can be proved.

**Proposition 4** [7] If $\mu \in \mathcal{B}_+(X)$ and $\mu^* \in \mathcal{M}_{\Lambda_{k,+,+}^\mu}^k(\mu)$, then $\mu^* \in BC^k(\mu)$.

On the other hand, it can be seen that this set does not cope in general with the set of all dominating $k$-additive measures [7] ($k > 1$), i.e., the conditions on $\lambda$ given in Theorem 4 cannot be strengthened. Then, if $\mu$ is a belief function,

$$\mathcal{M}_{\Lambda_{k,+,+}^\mu}^k(\mu) \subseteq BC^k(\mu) \subseteq \mathcal{M}_{\Lambda_{k,+,+,+}^\mu}^k(\mu),$$

where inclusion is strict in general. Next result shows that all $k$-additive belief measures dominating another belief function $\mu$ can be generated from $\mathcal{M}_{\Lambda_{k,+,+}^\mu}^k(\mu)$.

**Theorem 5** [11] Let $\mu$ be a belief function, and suppose that $\mu^* \in BC^k(\mu)$. Then, there exists $\mu' \in BC^k(\mu)$ such that $\mu'$ belongs to $\mathcal{M}_{\Lambda_{k,+,+,+}^\mu}^k(\mu)$ and $\mu^*$ belongs to $\mathcal{M}_{\Lambda_{k,+,+,+,+}^\mu}^k(\mu')$.

This result is explained in Figure 1 for $|X| = 3$ and $k = 2$. $m, m'$, and $m^*$ are respectively the Möbius transforms of $\mu, \mu', \mu^*$.

![Figure 1: Illustration of Theorem 5.](image-url)
We denote by $\prec$ a total (strict) order on $P_k^*(X)$, denoting the corresponding large order.

**Definition 7** For any $B \in P_k^*(X)$, we define

$$\mathcal{A}(B) := \{A \subseteq X \mid A \supseteq B, \forall K \subseteq A, K \in P_k^*(X), K \preceq B\}$$

the achievable family of $B$.

For example, taking $n = 3, k = 2$ and the order $1 < 2 < 13 < 23 < 3$, we get:

$$\mathcal{A}(1) = \{1\}, \quad \mathcal{A}(2) = \{2\}, \quad \mathcal{A}(12) = \{12\}, \quad \mathcal{A}(13) = \emptyset, \quad \mathcal{A}(123) = \{3, 13, 23, 123\}.$$  

It is easy to see that $\{\mathcal{A}(B)\}_{B \in P_k^*(X)}$ is a partition of $P(X)$ \{\emptyset\}.

A total order $\prec$ on $P_k^*(X)$ is said to be *compatible* if for all $i, j \in X$, $i \prec j$ implies $S \cup i \prec S \cup j$, for any $S \in P_k(X), i, j \not\in S$. It is said to be $\subseteq$-compatible if $A \subseteq B$ implies $A \preceq B$. Lastly, $\prec$ is said to be strongly compatible if it is compatible and $\subseteq$-compatible, and weakly compatible if only compatible.

**Proposition 6** Assume $\prec$ is compatible. For any $B \in P_k^*(X)$ such that $\mathcal{A}(B) \neq \emptyset$, $\mathcal{A}(B)$ endowed with inclusion is a Boolean lattice with bottom element $B$.

The top element is denoted by $\hat{B}$.

$\subseteq$-compatibility is a sufficient and necessary condition for the nonemptiness of all achievable families.

Let $\mu$ be a capacity on $X$, $m$ its Möbius transform, and $\prec$ some total order on $P_k^*(X)$. We define $\mu_\prec$ by its Möbius transform as follows:

$$m_\prec(B) := \left\{ \begin{array}{ll} \sum_{A \in \mathcal{A}(B)} m(A), & \text{if } \mathcal{A}(B) \neq \emptyset \\ 0, & \text{else} \end{array} \right. \quad (1)$$

for all $B \in P_k^*(X)$, $m_\prec(\emptyset) := 0$. Since achievable families form a partition of $2^X$, $m_\prec$ satisfies $\sum_{B \subseteq X} m_\prec(B) = 1$, hence $\mu_\prec(X) = 1$. The following can be shown.

**Proposition 7** If $\prec$ is compatible, then for any nonempty achievable family $\mathcal{A}(B)$, $\mu_\prec(B) = \mu(\hat{B})$.

(see the analogy with Prop. 2).

**Proposition 8** Let $\mu$ be a capacity on $X$. Then $\mu_\prec$ is a belief function for any compatible order $\prec$ if and only if $\mu$ is $k$-monotone.

The following propositions are analogous to the Shapley-Ichiishi theorem above.

**Proposition 9** Let $\mu$ be a capacity on $X$. Then $\mu_\prec \in C_k^*(\mu)$ for all compatible orders $\prec$ if and only if $\mu$ is $(k + 1)$-monotone.

**Proposition 10** Let $\mu$ be a $(k + 1)$-monotone capacity. Then

(i) If $\prec$ is strongly compatible, then $\mu_\prec$ is a vertex of $C_k^*(\mu)$.

(ii) If $\prec$ is compatible, then $\mu_\prec$ is a vertex of $BC_k^*(\mu)$.

However, there are many vertices that are not belief functions. However, conducted with the PORTA software finding vertices and facets of polyhedra show that, for example, the set of vertices of $C_k^*(\mu)$ of the following 3-monotone capacity $\mu$ with $n = 3$

<table>
<thead>
<tr>
<th></th>
<th>0.1</th>
<th>0.2</th>
<th>0.1</th>
<th>0.2</th>
<th>0.2</th>
<th>0.2</th>
<th>0.5</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0</td>
<td>0.2</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>$m(A)$</td>
<td>0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0</td>
<td>0.2</td>
<td>0.2</td>
<td>0.5</td>
</tr>
</tbody>
</table>

has 48 elements, whose only 3 are belief functions.

\[ (1) 0 1/10 1/5 1/10 0 3/5 \]
\[ (2) 0 1/10 1/5 1/10 2/5 1/5 \]
\[ (3) 0 1/10 1/5 1/2 0 1/5 \]
\[ (4) 0 1/10 1/2 1/10 2/5 -1/10 \]
\[ (5) 0 1/10 1/2 1/2 0 -1/10 \]
\[ (6) 0 1/10 9/10 1/10 0 -1/10 \]
\[ (7) 0 1/5 1/5 0 0 3/5 \]
\[ (8) 0 1/5 1/5 0 1/2 1/10 \]
\[ (9) 0 1/5 1/5 0 1/2 -1/5 \]
\[ (10) 0 1/2 1/5 0 1/2 -1/5 \]
\[ (11) 0 1/2 1/5 1/2 0 -1/5 \]
\[ (12) 0 1/2 1/2 0 1/2 -1/2 \]
\[ (13) 0 1/2 1/2 1/2 0 -1/2 \]
\[ (14) 1/10 1/10 1/5 1/10 -1/10 1/10 \]
\[ (15) 1/10 1/10 1/2 0 2/5 -1/10 \]
\[ (16) 1/5 1/10 1/5 1/10 -1/10 7/10 \]
\[ (17) 1/5 1/10 1/5 -1/10 2/5 1/5 \]
\[ (18) 1/5 1/10 1/5 0 -1/5 7/10 \]
\[ (19) 1/5 1/10 1/5 1/2 -1/5 1/5 \]
\[ (20) 1/5 1/10 2/5 -1/10 2/5 0 \]
\[ (21) 1/5 1/10 9/10 -1/10 -1/10 0 \]
\[ (22) 1/5 1/5 1/5 1/5 -1/5 5 0 3/5 \]
\[ (23) 1/5 1/5 1/5 -1/5 5 1/2 1/10 \]
\[ (24) 1/5 1/5 3/10 -1/5 5 1/2 0 \]
\[ (25) 1/5 1/5 4/5 -1/5 5 0 0 \]
\[ (26) 1/5 3/10 1/5 1/5 -1/5 5 0 0 \]
\[ (27) 1/5 4/5 1/5 0 0 -1/5 0 \]
\[ (28) 3/10 1/10 1/5 -1/10 -1/5 5 7/10 \]
\[ (29) 3/10 3/10 1/5 -3/10 1/2 0 \]
\[ (30) 3/10 1/2 1/5 -3/10 1/2 -1/5 0 \]
\[ (31) 2/5 1/10 2/5 1/2 -2/5 0 \]
\[ (32) 2/5 1/10 1/2 1/2 -2/5 5 -1/10 \]
\[ (33) 1/2 2/5 1/2 2 0 0 -1/2 \]
\[ (34) 4/5 1/10 1/5 -1/10 -1/5 1/5 0 \]
\[ (35) 4/5 1/2 1/5 -3/10 0 -1/5 \]
\[ (36) 4/5 4/5 1/5 -4/5 0 0 \]
\[ (37) 9/10 1/10 1/2 0 -2/5 5 -1/10 \]
\[ (38) 9/10 1/10 9/10 0 -9/10 0 \]
\[ (39) 0 1/5 1 0 0 -1/5 \]
Let us examine more precisely the vertices induced by strongly compatible orders. In fact, there are much fewer than expected, since many strongly compatible orders lead to the same \( \mu_\prec \) (hence the experimental result above). We can show the following.

**Proposition 11** The number of vertices of \( C^k(\mu) \) given by strongly compatible orders is at most \( \frac{n!}{k!} \).

We examine the case of weakly compatible orders.

**Proposition 12** Suppose \( \mu \) is a \((k+1)\)-monotone capacity which satisfies \( \mu(\{i\}) > 0 \) for all \( i \in X \). Then no weakly compatible order can produce a vertex of \( C^k(\mu) \).

Weakly compatible orders can produce vertices if \( \mu(\{i\}) = 0 \) for some \( i \in X \). It suffices that it exists \( B \in P^k_s(X) \) such that \( A(B) = \emptyset \), and \( i \in B \) such that \( \mu(\{i\}) = 0 \), and all subsets \( C \) such that \( i \in C \subset B \) satisfy \( m_\prec(B) = 0 \). The above example with 48 vertices illustrates this. By Prop. 11, we know that 3 vertices are produced by the strongly compatible orders, with corresponding sequences of \( B \)'s:

\[
\begin{align*}
1,2,3,12,13,123 & \quad \text{(this is vertex 1)} \\
2,1,3,12,23,123 & \quad \text{(this is vertex 2)} \\
3,1,2,13,23,123 & \quad \text{(this is vertex 3)}.
\end{align*}
\]

Take the weakly compatible order \( 1 \prec 12 \prec 2 \prec 3 \prec 13 \prec 23 \). Then achievable families are:

\[
\begin{align*}
A(1) & = \{1\}, \quad A(12) = \emptyset, \quad A(2) = \{2,12\}, \\
A(3) & = \{3\}, \quad A(13) = \{13\}, \quad A(23) = \{23,123\}.
\end{align*}
\]

This gives

<table>
<thead>
<tr>
<th>A</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>12</th>
<th>13</th>
<th>23</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_\prec(A) )</td>
<td>0</td>
<td>0.2</td>
<td>0.2</td>
<td>0</td>
<td>0</td>
<td>0.6</td>
</tr>
</tbody>
</table>

which is vertex 7.

6 The case of belief functions

Let us now assume that \( \mu \) is a belief function. We try to derive results on the vertices \( B^kC(\mu) \). We stress the fact that even if \( BC^k(\mu) \subseteq C^k(\mu) \), a vertex of \( BC^k(\mu) \) is not necessarily a vertex of \( C^k(\mu) \).

As shown in the previous section, for a compatible order \( \prec \), the measure \( \mu_\prec \) determines an extreme point of \( BC^2(\mu) \) (Proposition 10). However, not all the vertices can be obtained this way.

**Example 1** Take \(|X| = 4\) and consider a belief function \( \mu \) whose Möbius transform is given by:

\[
m(i) = 0.1, m(i,j) = 0.1, m(A) = 0 \text{ otherwise}.
\]

Consider the capacity whose Möbius transform is given by

\[
m^*(1) = 0.1, m^*(2) = 0.2, m^*(3) = 0.1, m^*(1,3) = 0.2,
\]

\[
m^*(4) = 0.4, m^*(A) = 0 \text{ otherwise}.
\]

We will show below (Proposition 14) that this is the Möbius transform of an extreme point of \( BC^2(\mu) \). However, it can be shown that this capacity cannot be obtained through a compatible order \( \prec \).

Remark that this example does not invalidate Conjecture 1, which is only concerned with vertices of \( C^k(\mu) \).

On the other hand, it can be shown that if \( \prec \) is not compatible, the belief function obtained is not necessarily an extreme point:

**Example 2** Consider \(|X| = 4\) and the capacity whose Möbius transform is defined by

\[
m(i) = 0.1, m(i,j) = 0.1, \forall i, j = 1, 2, 3, 4, i \neq j.
\]

Let us consider the 2-additive case and the order \( \prec \) given by

\[
\{1\} \prec \{1,2\} \prec \{2\} \prec \{1,3\} \prec \{2,3\} \prec \{3\} \prec \{3,4\} \prec \{4\} \prec \{1,4\} \prec \{2,4\}.
\]

For this order, the corresponding Möbius transform obtained through Equation (1) is:

\[
m^*(1) = 0.1, m^*(2) = 0.2, m^*(3) = 0.3, m^*(4) = 0.2,
\]

\[
m^*(1,4) = 0.1, m^*(2,4) = 0.1, m^*(A) = 0, \text{ otherwise}.
\]

However, this measure is not an extreme point of \( BC^2(\mu) \). It suffices to consider \( \mu_1, \mu_2 \) given by the following Möbius transforms:

\[
m_1(4) = 0.1, m_1(1,4) = 0.2, m_1(A) = m^*(A), \text{ otherwise}.
\]

\[
m_2(4) = 0.3, m_2(1,4) = 0, m_2(A) = m^*(A), \text{ otherwise}.
\]

It is clear that \( m^*(A) = \frac{m_1(A) + m_2(A)}{2}, \forall A \subseteq X \). Moreover, they both dominate \( \mu \), whence the result.
This leads us to look for an alternative assignment. For a given order $\prec$, let us define recursively the following set function:

$$m_\prec(B) := \max_{A \subseteq B} \{ m(A) - \sum_{K \subseteq A, K \nsubseteq B} m_\prec(K), 0 \}$$

if $A(B) \neq 0$, being 0 otherwise.

**Proposition 13** If $\prec$ is compatible, then the set functions defined in Equations (1) and (2) coincide.

Let us study the properties of $\mu_\prec$, the inverse transform of $m_\prec$. Remark that $\mu_\prec \geq \mu$ by construction of $\mu_\prec$. Moreover, as $m_\prec$ is non-negative, $\mu_\prec$ is monotone. However, $\mu_\prec$ is not necessarily a capacity, as it could be the case that $\mu_\prec(X) > 1$ (see next example).

**Example 3** Let $|X| = 4$ and consider $\mu \in \mathcal{FM}(X)$ whose Möbius transform is given by:

$$m(i) = 0.1, m(i, j) = 0.1, m(A) = 0 \text{ otherwise.}$$

Consider the order $\prec$ defined by:

$$1 \prec 1, 2 \prec 2, 3 \prec 3, 2 \prec 3, 3 \prec 3, 2, 4 \prec 4, 1 \prec 1, 4 \prec 3, 4.$$

Then,

$$m_\prec(1) = 0.1, m_\prec(1, 2) = 0, m_\prec(2) = 0.2, m_\prec(3) = 0.1,$$

$$m_\prec(2, 3) = 0, m_\prec(1, 3) = 0.2, m_\prec(2, 4) = 0, m_\prec(4) = 0.1,$$

$$m_\prec(1, 4) = 0.2, m_\prec(3, 4) = 0.2$$

Therefore, $\mu_\prec(X) = \sum_{A \subseteq X} m_\prec(A) = 1.1$.

However, this procedure always leads to a belief function for compatible orders (Proposition 8).

**Proposition 14** Suppose that $\mu_\prec$, whose Möbius transform $m_\prec$ is obtained through Eq. (2), is a normalized measure. Then, $\mu_\prec$ is an extreme point of $\mathcal{B}^k(\mu)$.

If the order is compatible, this proposition is just Proposition 10. However, there are vertices of $\mathcal{B}^k(\mu)$ that cannot be obtained by this procedure, as shown in the following example.

**Example 4** Let $|X| = 4$ and consider $\mu \in \mathcal{BEL}(X)$ whose Möbius transform is given by

$$m(1, 2) = 0.3, m(1, 3) = 0.2, m(1, 4) = 0.2, m(1, 2, 3) = 0.1,$$

$$m(1, 2, 4) = 0.1, m(1, 3, 4) = 0.1, m(A) = 0 \text{ otherwise.}$$

Consider $\mu^*$ whose Möbius transform is given by:

$$m^*(1, 2) = 0.35, m^*(1, 3) = 0.25, m^*(1, 4) = 0.25,$$

$$m^*(X) = 0.15, m(A) = 0 \text{ otherwise.}$$

Thus, $\mu^* \in \mathcal{BEL}(X)$. Moreover, $\mu^* \geq \mu$. Let us now prove that $\mu^*$ is a vertex of $\mathcal{BC}^4(\mu)$. For this, let us suppose that there are $\mu_1, \mu_2 \in \mathcal{BC}^4(\mu)$ satisfying

$$\mu^* = \alpha \mu_1 + (1 - \alpha) \mu_2, \alpha \in (0, 1).$$

As $\mu_1, \mu_2$ and $\mu^*$ are belief functions, it follows that $m_1(A) = m_2(A) = 0$ when $m^*(A) = 0$. Therefore, the only subsets that can attain non-null Möbius inverse for $\mu_1$ and $\mu_2$ are $\{1, 2\}, \{1, 3\}, \{1, 4\}$ and $X$.

On the other hand, as $\mu^* = \mu$ for $\{1, 2, 3\}, \{1, 3, 4\}$ and $\{1, 2, 4\}$, so are $\mu_1$ and $\mu_2$. But this implies that $\mu_1$ and $\mu_2$ are in the set of capacities whose Möbius transform $m'$ satisfies:

$$m'(1, 2) = 0.6, m'(1, 3) = 0.6, m'(1, 4) = 0.5.$$

Since the determinant of the system is non-null, there is only one solution for the values of $m'(1, 2), m'(1, 3)$ and $m'(1, 4)$, and this solution is given by the values of $m^*$.

Finally, as $\sum_{A \subseteq X} m_1(A) = \sum_{A \subseteq X} m_2(A) = \sum_{A \subseteq X} m^*(A) = 1$, we conclude that $m_1(X) = m_2(X) = m^*(X) = 0.15$. Hence, $\mu^*$ is an extreme point of $\mathcal{BC}^4(\mu)$.

However, there is no order $\prec$ on $\mathcal{P}^4(X)$ such that $\mu^* = \mu_\prec$. First, remark that if such an order exists, then $X$ is the last subset in the order $\prec$, as $m^*(X) \neq 0$.

The other subsets which need nonempty achievable families are $\{1, 2\}, \{1, 3\}$ and $\{1, 4\}$. On the other hand, if the achievable family is nonempty, then there is a subset $A$ in it such that $\mu_\prec(A) = \mu(A)$ by construction. For $\mu^*$, the equality $\mu^*(A) = \mu(A)$ is attained at:

- Supersets of $\{1, 2\} \rightarrow \{1, 2, 3\}, \{1, 2, 4\}, X$
- Supersets of $\{1, 3\} \rightarrow \{1, 2, 3\}, \{1, 3, 4\}, X$
- Supersets of $\{1, 4\} \rightarrow \{1, 2, 4\}, \{1, 3, 4\}, X$.

Suppose for example that $\{1, 2\} \prec \{1, 3\} \prec \{1, 4\}$. In this case, neither $\{1, 2, 3\}$ nor $\{1, 2, 4\}$ belong to $A(1, 2)$, and $\mu^*$ cannot be recovered. The same can be done for the other possibilities. Therefore, $\mu^*$ cannot be obtained by this procedure.

### 7 Some results on the derivation of vertices of $\mathcal{BC}^k(\mu)$ from the core

Let us now treat the problem from a different point of view. Based on the results of Section 4, the following can be proved:

**Proposition 15** Let $\mu' \in \bigcup_{\mu^* \in \mathcal{M}^{\mathcal{M}}_{\leq_+, \mu}^k(\mu^*)} \mathcal{M}^{\mathcal{M}}_{\leq_+, \mu}^k(\mu^*)$.

Then, there exists $P \in \mathcal{M}^{\mathcal{M}}_{\leq_+, \mu}^k(P)$ such that $m' \in \mathcal{M}^{\mathcal{M}}_{\leq_+, \mu}^k(P)$. 


Corollary 1 Let $\mu'$ be in the conditions of Proposition 15. Then,
$$\mu' \in \bigcup_{P \in C_1(\mu)} M_{\Lambda^k}(P).$$

Corollary 2 Suppose $\mu' \in BC^k(\mu)$. Then, $\mu' \in \bigcup_{P \in C_1(\mu)} M_{\Lambda^k}(P)$.

However, it is not true that any extreme point of $BC^k(\mu)$ can be obtained through $\Lambda^k_{2,+}$ from a suitable extreme point of the core, as next example shows.

Example 5 Let us consider $|X| = 4$ and the belief function $\mu$ whose Möbius transform is given by:
$$m(i) = 0.1, m(i,j) = 0.1, \forall i,j \in X,$$
and $m(A) = 0$ otherwise. Consider now $\mu^*$ whose Möbius transform is given by
$$m^*(i) = 0.2, \forall i \in X, m^*(X) = 0.2,$$
and $m^*(A) = 0$ otherwise. It is easy to check that $\mu^* \geq \mu$. Note that $\mu^*$ cannot be generated by any extreme probability, as if $P$ is a vertex of $BC^1(\mu)$, we know that $P$ is determined by a permutation $\sigma$ on $X$. If $i$ is the first element according to $\sigma$, it is $P(i) = m(i) = 0.1$, and then, $m^*(i) = 0.2$ cannot be generated from $m(i)$.

Finally, it can be shown that $\mu^*$ is a vertex of $BC^4(\mu)$. To see this, it suffices to remark that if $\mu^* = \alpha \mu_1 + (1-\alpha) \mu_2$, for some $\mu_1, \mu_2 \in BC^4(\mu)$, it follows that $m_1(A) = m_2(A)$ when $m^*(A) = 0$. Moreover, $\mu^*(A) = \mu(A)$ if $|A| \geq 3$, and thus, so are $\mu_1$ and $\mu_2$. However, the only measure satisfying these two conditions is $\mu^*$.

Consider $\mu \in BCCL(X)$. We already know by Corollary 2 that any $\mu^* \in BC^k(\mu)$ can be obtained from the set of dominant probabilities. On the other hand, as remarked in Section 4, $BC^1(\mu) = M_{\Lambda^k_{2,+}}(\mu)$. Moreover, this set is a convex polytope whose vertices are the marginal worth vectors. We can obtain some vertices of $BC^k(\mu)$ through the following result:

Proposition 16 Let $\mu^*$ be the Möbius transform of an extreme point $m^*$ of $M_{\Lambda^k_{2,+}}(P) \cap BC^k(\mu)$, with $P$ an extreme point of $BC^1(\mu)$. Then, $\mu^*$ is an extreme point of $BC^k(\mu)$.
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Abstract

In this paper some types of decomposable signed fuzzy measures have been presented. We discuss properties of $\oplus$- and $\otimes$-decomposable signed fuzzy measures. We consider their relationship with bi-capacities.
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1 Introduction

There are many generalizations of the concept of a classical ($\sigma$-additive) measure studied by various authors, [7, 15, 14, 2, 8]. A generalization of measures by allowing that $m$ can take negative values, leads to the notion of signed measures, see [7]. In [8], authors presented two concepts of generalized measures and integrals, one of them is the concept of $S$-measures, i.e. $S$-decomposable fuzzy measures, and $(S, T)$-integrals, based on an appropriate $t$-conorm $S$ and a $t$-norm $T$. On the other hand, in [9, 4] generalizations of a fuzzy measure, i.e. of a non-negative, monotone set function, vanishing at the empty set, have been introduced. A generalized fuzzy measure, a signed fuzzy measure, has been introduced by Liu in [9]. Murofushi et al. in [10] used the term a non-monotonic fuzzy measure to denote a general real-valued set function, vanishing at the empty set. As an another generalization of fuzzy measures, the concepts of bi-capacities and bi-cooperative games have been introduced in [4].

This papers discusses decomposable signed fuzzy measures. In the next section the short overview of basic notions and definitions is given. Section 3 introduces $\oplus$- and $\otimes$-decomposable set functions. Several properties of such set functions are investigated and concrete examples are given. Section 4 discusses the relationship of decomposable signed fuzzy measures with special classes of bi-capacities.

2 Preliminaries

Let $X$ be a universal set. Let $\mathcal{P}(X)$ be the class of subsets of the universal set $X$.

Definition 1 [9, 11] A real-valued set function $m : \mathcal{P}(X) \to \mathbb{R}$, is a signed fuzzy measure if it satisfies

(i) $m(\emptyset) = 0$

(ii) (RM) If $E, F \in \mathcal{P}(X), E \cap F = \emptyset$, then

a) $m(E) \geq 0$, $m(F) \geq 0$, $m(E) \cup m(F) > 0 \Rightarrow m(E \cup F) \geq m(E) \lor m(F)$;

b) $m(E) \leq 0$, $m(F) \leq 0$, $m(E) \lor m(F) < 0 \Rightarrow m(E \cup F) \leq m(E) \lor m(F)$;

c) $m(E) > 0$, $m(F) < 0 \Rightarrow m(F) \leq m(E \cup F) \leq m(E)$.

The property (RM) of $m$ is called the revised monotonicity, see [11, 13].

Definition 2 The dual set function of a real-valued set function $m : \mathcal{P}(X) \to \mathbb{R}$ is defined by $\bar{m}(E) = m(X) - m(E)$, where $\bar{E}$ denotes the complement set of $E$, $\bar{E} = X \setminus E$.

Obviously, if $m$ is a fuzzy measure, $\bar{m}$ is a fuzzy measure, too. However, if $m$ is a signed fuzzy measure, its dual set function $\bar{m}$ need not be a signed fuzzy measure and this fact will be discussed in the next section.

The symmetric maximum $\oplus : [-1, 1]^2 \to [-1, 1]$, originally introduced in [3], can be represented by:

$a \oplus b = (|a| \lor |b|) \text{sign}(a + b)$.

The pseudo-addition $\oplus : [-1, 1]^2 \to [-1, 1]$, associated to a continuous t-conorm $S$, introduced in [6], is defined by:

$$a \oplus b = \begin{cases} S(a, b) & (a, b) \in [0, 1]^2 \\ -S(-a, -b) & (a, b) \in [-1, 0]^2 \\ d & (a, b) \in [0, 1] \times (-1, 0), a \geq -b \\ e & (a, b) \in [0, 1] \times (-1, 0), a \leq -b \\ f & a = 1, b = -1 \end{cases}$$
where \( f = 1 \) or \( f = -1 \), 
\( d = \inf \{ c | S(-b, c) \geq a \} \) and 
\( e = -\inf \{ c | S(a, c) \geq -b \} \), and the remaining cases 
being determined by the commutativity of \( \oplus \).
The binary operations, \( \otimes \) and \( \oplus \) are commutative, iso-
tonic, with neutral element 0. The second one is asso-
ciative and the first one is not. For more details we
recommend [4, 6].

In the next example, we consider a set function which
satisfies the conditions given in Definition 1, i.e. a
signed fuzzy measure.

**Example 1** Let \( X \) be a set of \( k \) elements. Let \( A, B \subset X \)
such that \( X = A \cup B \), \( A \cap B = \emptyset \), \( A, B \neq \emptyset \)
and \( \text{card}(A) = n \), \( \text{card}(B) = k - n \). We define a set
function \( m : \mathcal{P}(X) \rightarrow [-1, 1] \) by:

\[
m(E) = \left\{ \begin{array}{ll}
0, & E = X \\
\left( \frac{\text{card}(A \cap E)}{n} \right) \otimes_{\mathcal{P}} \left( \frac{\text{card}(B \cap E)}{k-n} \right), & \text{else.}
\end{array} \right.
\]

\( S_P : [0, 1]^2 \rightarrow [0, 1] \) is the probabilistic sum, defined by
\( S_P(x, y) = x + y - xy \). The set function \( m \) is a signed fuzzy
measure.

As an example, we consider \( A = \{a_1, a_2, a_3\} \) and 
\( B = \{b_1, b_2, b_3, b_4\} \). We have, e.g. 
\( m(A) = 1 \), 
\( m(B) = -1 \), 
\( m(X) = 0 \), 
\( m(\{a_1, b_1\}) = \frac{1}{3} \otimes_{\mathcal{P}} -\frac{1}{3} = \frac{1}{3} \), 
\( m(\{a_1, a_2, b_1\}) = \frac{2}{3} \otimes_{\mathcal{P}} -\frac{1}{2} = \frac{1}{6} \), 
\( m(\{a_1, a_2\}) = \frac{2}{3} \otimes_{\mathcal{P}} \frac{1}{2} = \frac{2}{3} \), etc. Let us indicate the sets \( A \) and 
\( B \), the sets of two types of drugs influential in dura-
tion of some medical procedures (e.g. the duration of 
lungs harmful fluidity throwing out). It is known that 
the first one, \( A \), decreases, and the second one, \( B \), in-
creases the duration of the considered procedure. It is
also known that simultaneously taking drugs \( A \) and 
\( B \) has no effects in the duration of the procedure, i.e.
the duration is unchanged. For the reasons of patients
health, sometimes the procedure must be slower and some-
times, faster. The set function \( m \) in the above example
is a mathematical model for the described sit-
uation.

### 3 Decomposable signed fuzzy measures

**Definition 3** A set function \( m : \mathcal{P}(X) \rightarrow [-1, 1] \), is

i) a \( \otimes \)-decomposable set function if it satisfies

\[
m(E \cup F) = m(E) \otimes m(F)
\]

for all \( E, F \in \mathcal{P}(X) \), \( E \cap F = \emptyset \).

ii) a \( \oplus \)-decomposable set function if it satisfies

\[
m(E \cup F) = m(E) \oplus m(F)
\]

for all \( E, F \in \mathcal{P}(X) \), \( E \cap F = \emptyset \).

**Example 2** Let \( X = \{x_1, x_2, \ldots, x_n\} \). Let \( m \) be a set
function \( m : \mathcal{P}(X) \rightarrow [-1, 1] \) with \( m(\emptyset) = 0 \), defined by:

\[
m(E) = \left\{ \begin{array}{ll}
\frac{1}{\min x_i \in E} & \text{if } \min i = 2k \\
-\frac{1}{\min x_i \in E} & \text{if } \min i = 2k + 1
\end{array} \right.
\]

\( m \) is a \( \otimes \)-decomposable set function.

**Example 3** Let \( m \) be a set function defined on 
\( \mathcal{B}([-1, 1]) \), the class of Borel subsets of \([-1, 1]\), and 
\( \lambda \) the usual Lebesgue measure. We denote 
\( \lambda_1(E) = \lambda(E \cap [0, 1]) \) and 
\( \lambda_2(E) = \lambda(E \cap [-1, 0]) \). We define 
\( m : \mathcal{B}([-1, 1]) \rightarrow [-1, 1] \) by

\[
m(E) = \max(\lambda_1(E) - \lambda_2(E)) \left( 1 - e^{-|\lambda_1(E) - \lambda_2(E)|} \right).
\]

\( m \) is a \( \oplus \)-decomposable signed fuzzy measure.

In the sequel of this section we will consider a signed
fuzzy measure \( m \) with \( m(X) = 0 \). We will examine
when its dual set function \( \tilde{m} \) is a signed fuzzy
measure, too. Note that for a non-negative (non-positive)
signed fuzzy measure \( m \), the condition \( m(X) = 0 \) implies
\( m(E) = 0 \) for all \( E \in \mathcal{P}(X) \). We suppose that
\( m : \mathcal{P}(X) \rightarrow \mathbb{R} \) is a signed fuzzy measure of a non-
constant sign. We easily obtain the next lemma by the
definition of a signed fuzzy measure and the condition
\( m(X) = 0 \).

**Lemma 1** Let \( m \) be a signed fuzzy measure, \( m(X) = 0 \),
\( m(E) \) and \( m(F) \) are of opposite sign values, i.e. 
\( (\forall E \in \mathcal{P}(X)) (m(E) > 0 \Rightarrow m(F) < 0) \).

**Definition 4** We say that a real-valued set function
\( m \), \( m(\emptyset) = 0 \) satisfies the intersection property if for
all \( E, F \in \mathcal{P}(X) \), \( E \cap F \neq \emptyset \) and \( E \cup F = X \) we have

a) \( m(E) \geq 0, m(F) \geq 0, m(E) \vee m(F) > 0 \) \( \Rightarrow \)
\( m(E \cap F) \geq m(E) \vee m(F) \);

b) \( m(E) \leq 0, m(F) \leq 0, m(E) \wedge m(F) < 0 \) \( \Rightarrow \)
\( m(E \cap F) \leq m(E) \wedge m(F) \);

c) \( m(E) > 0, m(F) < 0 \) \( \Rightarrow \)
\( m(F) \leq m(E \cap F) \leq m(E) \).

We have the next theorem.

**Proposition 1** Let \( m \) be a signed fuzzy measure,
\( m(X) = 0 \). \( m \) satisfies the intersection property if 
and only if the dual set function \( \tilde{m} \) of \( m \) is a signed
fuzzy measure.

**Proof.** Let \( m \) be a signed fuzzy measure such that
\( m(X) = 0 \).
(⇒) First, we suppose that \( m \) satisfies the intersection property. We will prove that \( \overline{m} \) is a signed fuzzy measure.

(i) Directly by the definition of \( m \) we have \( \overline{m}(\emptyset) = 0 \).

(ii) In order to prove condition (RM) \( a \) let \( E, F \in \mathcal{P}(X) \) such that \( E \cap F = \emptyset \) and \( \overline{m}(E) \geq 0, \overline{m}(F) \geq 0, \overline{m}(E) \lor \overline{m}(F) > 0 \). We have \( E \cup \overline{F} = X \) and \( \overline{m}(E) \leq 0, \overline{m}(F) \leq 0 \) and \( \overline{m}(E) \lor \overline{m}(F) < 0 \). (⇐)

If we suppose that \( E \cap \overline{F} = \emptyset \) then we have \( F = \overline{E} \). By Lemma 1, we obtain that the values \( m(F) \) and \( m(F) \) are of opposite sign values and it is a contradiction with (⁎). Therefore, \( E \cap \overline{F} \neq \emptyset \). By the intersection property of \( m \) we have:

\[
m(E \cap \overline{F}) \leq m(E) \land m(\overline{F}) \iff \overline{m}(E \cup \overline{F}) \leq m(E) \land m(\overline{F})
\]
\[
\iff -\overline{m}(E \cup F) \leq (-\overline{m}(E)) \land (-\overline{m}(F))
\]
\[
\iff \overline{m}(E \cup F) \geq m(E) \lor m(\overline{F}).
\]

Hence, we have that \( \overline{m} \) satisfies condition (RM) \( a \). Similarly we obtain that \( \overline{m} \) satisfies conditions (RM) \( b \) and \( c \), hence, \( \overline{m} \) is a signed fuzzy measure.

(⇐) Let \( \overline{m} \) be a signed fuzzy measure, i.e. \( \overline{m} \) is a revised monotone set function and \( \overline{m}(\emptyset) = 0 \). We obtain the claim directly by the definition of the intersection property and the above consideration. □

Directly by the definitions we have that \( \oplus \)- and \( \sqcap \)-decomposable set functions are signed fuzzy measures. The condition of the intersection property we will replace by the condition \( m(E \cap F) = m(E) \oplus m(F) \) for all \( E, F \in \mathcal{P}(X), E \cup F = X \) for a \( \oplus \)-decomposable set function and respectively with \( m(E \cap F) = m(E) \sqcap m(F) \) for all \( E, F \in \mathcal{P}(X), E \cup F = X \) for a \( \sqcap \)-decomposable set function. Hence, we have the next corollaries of Proposition 1.

**Corollary 1** The dual set function \( \overline{m} \) of a \( \sqcap \)-decomposable set function \( m \), \( m(\emptyset) = m(X) = 0 \) is a \( \sqcap \)-decomposable iff \( m(E \cap F) = m(E) \sqcap m(F) \) for all \( E, F \in \mathcal{P}(X), E \cup F = X \).

**Corollary 2** Let \( m \) be a \( \sqcap \)-decomposable set function, \( m(\emptyset) = m(X) = 0 \), such that \( m(E \cap F) = m(E) \sqcap m(F) \) for all \( E, F \in \mathcal{P}(X), E \cup F = X \). Then \( m \) is a self-dual set function, i.e. \( m = \overline{m} \).

Analogously, we have the next two corollaries related to \( \oplus \)-decomposable set functions.

**Corollary 3** The dual set function \( \overline{m} \) of a \( \oplus \)-decomposable set function \( m \), \( m(\emptyset) = m(X) = 0 \), \( 1 \notin \text{Ran}(m) \), is a \( \oplus \)-decomposable iff \( m(E \cap F) = m(E) \oplus m(F) \) for all \( E, F \in \mathcal{P}(X), E \cup F = X \).

**Corollary 4** Let \( m \) be a \( \oplus \)-decomposable set function, \( m(\emptyset) = m(X) = 0 \), and \( 1 \notin \text{Ran}(m) \), such that

\[
m(E \cap F) = m(E) \oplus m(F) \quad \text{for all} \quad E, F \in \mathcal{P}(X), \ E \cup F = X.
\]

As an illustration, in the next example a ternary signed fuzzy measure \( m \) which is \( \oplus \)-decomposable, where \( \oplus \) is the pseudo-addition related to an arbitrary continuous \( t \)-conorm \( S \), is given. The values of a decomposable set function \( m \) are determined by its values on singletons. The considered signed fuzzy measure \( m \) is a self-dual set function.

**Example 4** Let \( X = \{x_1, x_2, x_3, x_4\} \) and let \( m \) be a \( \oplus \)-decomposable set function with \( m(\emptyset) = 0, m : \mathcal{P}(X) \rightarrow [-1, 1] \), defined by:

\[
m(\{x_1\}) = a, \quad m(\{x_2\}) = 0,
m(\{x_3\}) = -a, \quad m(\{x_4\}) = 0.
\]

where \( 0 < a < 1 \). Obviously, \( m \) is a self-dual signed fuzzy measure.

### 4 Decomposable signed fuzzy measures and bi-capacities

In this section we consider the relationship of a decomposable signed fuzzy measure \( m \) and a bi-capacity \( m \). Let \( X \) be a finite set. Bi-capacities are a real-valued function defined on the set \( \mathcal{Q}(X) = \{(E, F) \in \mathcal{P}(X) \times \mathcal{P}(X) | E \cap F = \emptyset\} \), which are non-decreasing in the first variable and non-increasing in the second one.

**Definition 5** [4] A bi-capacity is a real-valued function \( m : \mathcal{Q}(X) \rightarrow \mathbb{R} \) with the following properties:

(BC1) \( m(\emptyset, \emptyset) = 0 \).

(BC2) \( E \subset F \implies m(E, \cdot) \leq m(F, \cdot) \) and \( m(\cdot, E) \geq m(\cdot, F) \) for all \( (E, F) \in \mathcal{Q}(X) \).

The structure \( (\mathcal{Q}(X), \leq) \) is the lattice of the type \( 3^n \), for more details see [4]. For \( n = 2 \) and \( X = \{1, 2\} \) the Hasse diagram of \( (\mathcal{Q}(X), \leq) \) is

![Figure 1](image-url)
A bi-capacity $m$ is $\vee$-CPT type if there exist two fuzzy measures $m_1$ and $m_2$ such that $m(E,F) = m_1(E)/\min_{\emptyset}(m_2(F))$ for all $(E,F) \in \mathcal{Q}(X)$ (see [5]).

**Proposition 2** Let $m : \mathcal{P}(X) \to [-1,1]$ be a $\otimes$-decomposable signed fuzzy measure. Then the set function $m : \mathcal{Q}(X) \to [-1,1]$ defined by

$$m(E,F) = \max_{A \subset E, m(A) \geq 0} m(A) \otimes \min_{B \subset F, m(B) \leq 0} m(B)$$

is a bi-capacity.

**Proof.** We will show that $m$ defined as above satisfies conditions (BC1) and (BC2).

(BC1) $m(\emptyset, \emptyset) = 0$.

(BC2) Let $E \subset F$. For all $G \subset X$ such that $(E,G), (F,G) \in \mathcal{Q}(X)$ we have:

$$m(E,G) = \max_{A \subset E, m(A) \geq 0} m(A) \otimes \min_{B \subset G, m(B) \leq 0} m(B) \leq \max_{A \subset E, m(A) \geq 0} m(A) \otimes \min_{B \subset F, m(B) \leq 0} m(B) = m(F,G)$$

For all $H \subset X$, such that $(H,E),(H,F) \in \mathcal{Q}(X)$

$$m(H,E) = \max_{A \subset H, m(A) \geq 0} m(A) \otimes \min_{B \subset E, m(B) \leq 0} m(B) \geq \max_{A \subset H, m(A) \geq 0} m(A) \otimes \min_{B \subset F, m(B) \leq 0} m(B) = m(H,F)$$

We shall give the next simple example.

**Example 5** Let $X = \{1,2\}$ and let $m : \mathcal{P}(X) \to [-1,1]$ be a $\otimes$-decomposable set function, defined by $m(\emptyset) = 0$, $m(\{1\}) = 0.2$, $m(\{2\}) = -0.3$ and $m(\{1,2\}) = -0.3$. By Proposition 2, the set function $m$ determined by Eq.(1) is a bi-capacity. The bi-capacity $m$ associated to $m$, is defined on $\mathcal{Q}(X)$, card$(\mathcal{Q}(X)) = 3^2 = 9$, illustrated by Figure 1.

$m(\emptyset, \emptyset) = m(\{1\}, \emptyset) = 0.2$, $m(\emptyset, \{2\}) = m(\emptyset, \{1,2\}) = m(\{1\}, \{2\}) = -0.3$, and $m(\{1,2\}, \emptyset) = 0$ in the remaining cases.

**Proposition 3** Let $m : \mathcal{Q}(X) \to [-1,1]$ be a bi-capacity such that for any nonempty index set $I \subset \{1,2,\ldots,n\}$, we have

$$\max_{i \in I} m(\{x_i\}, \emptyset) \neq -\min_{i \in I} m(\emptyset, \{x_i\}) \tag{2}$$

Then the set function $m : \mathcal{P}(X) \to [-1,1]$ defined by

$$m(E) = \max_{x_i \in E} m(\{x_i\}, \emptyset) \otimes -\min_{x_i \in E} m(\emptyset, \{x_i\})$$

is a $\otimes$-decomposable signed fuzzy measure.

**Proof.** Let us suppose that $m : \mathcal{Q}(X) \to [-1,1]$ is such that inequality (2) holds for any nonempty set $I \subset \{1,2,\ldots,n\}$. Let $E, F \in \mathcal{P}(X)$, $E \cap F = \emptyset$. Then we have

$$m(E \cup F) = \max_{x_i \in E \cup F} m(\{x_i\}, \emptyset) \otimes \min_{x_i \in E \cup F} m(\emptyset, \{x_i\}) = \max_{x_i \in E} m(\{x_i\}, \emptyset) \otimes \max_{x_i \in F} m(\emptyset, \{x_i\}) \otimes \min_{x_i \in E} m(\emptyset, \{x_i\}) = \max_{x_i \in E} m(\{x_i\}, \emptyset) \otimes \min_{x_i \in F} m(\emptyset, \{x_i\}) = m(E) \otimes m(F)$$

**Corollary 5** Let $m : \mathcal{Q}(X) \to [-1,1]$ be a bi-capacity of $\vee$-CPT type, such that $m_1$ and $m_2$ are two $\otimes$-decomposable fuzzy measures and $m_1(E) \neq m_2(E)$ for all $E \in \mathcal{P}(X)$. Then the set function $m : \mathcal{P}(X) \to [-1,1]$ defined by

$$m(E) = m(E,\emptyset) \otimes m(\emptyset, E)$$

is a $\otimes$-decomposable signed fuzzy measure.

**Proof.** Obviously, two $\vee$-decomposable fuzzy measures $m_k, k = 1,2$ satisfy for all $E \in \mathcal{P}(X)$:

$$m_k(E) = \bigvee_{x_i \in E} m_k(\{x_i\})$$

It is clear that $\forall i, m_1(\{x_i\}) = m(\{x_i\}, \emptyset)$ and $m_2(\{x_i\}) = -m(\emptyset, \{x_i\})$. Hence, by Proposition 3, we have the claim.

We present two Propositions for a $\oplus$-decomposable signed fuzzy measure, where $S$ is an arbitrary continuous $t$-conorm. The proofs are similarly to the proofs of Proposition 2 and Proposition 3, we remark that $\oplus$ is associative on $[-1,1]^2$, so in this case, a condition similar to condition (2) is omitted here.

**Proposition 4** Let $m : \mathcal{P}(X) \to [-1,1]$ be a $\oplus$-decomposable signed fuzzy measure. Then the set function $m : \mathcal{Q}(X) \to [-1,1]$ defined by

$$m(E,F) = \left( \bigoplus_{A \subset E, m(A) \geq 0} m(A) \right) \oplus \left( \bigoplus_{B \subset F, m(B) \leq 0} m(B) \right)$$

is a bi-capacity.

**Proposition 5** Let $m : \mathcal{Q}(X) \to [-1,1]$ be a bi-capacity, then the set function $m : \mathcal{P}(X) \to [-1,1]$ defined by

$$m(E) = \left( \bigoplus_{x_i \in E} m(\{x_i\}, \emptyset) \right) \oplus \left( \bigoplus_{x_i \in E} m(\emptyset, \{x_i\}) \right)$$
is a ⊕-decomposable signed fuzzy measure.

Corollary 6 Let $m : Q(X) \rightarrow [-1, 1]$ be a bi-capacity of ⊕-CPT type, i.e. $m(E, F) = m_1(E) \oplus (-m_2(F))$, for all $(E, F) \in Q(X)$, such that $m_1$ and $m_2$ are two S-decomposable fuzzy measures, then the set function $m : P(X) \rightarrow [-1, 1]$ defined by

$$m(E) = m(E, \emptyset) \oplus m(\emptyset, E)$$

is a ⊕-decomposable signed fuzzy measure.
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Abstract

In decision under uncertainty, the Choquet integral yields the expectation of a random variable with respect to a fuzzy measure (or non-additive probability or capacity). In general, for the discrete setting, this technique allows to integrate functions taking values on a finite $n$-set with respect to a fuzzy measure taking values on subsets of such a set. Yet, the integrand may well be treated as an additive function taking values on subsets itself: the value associated with each subset is simply the sum of the values associated with all the atoms (or 1-cardinal subsets) in that subset. The Choquet technique is here extended to the case where the integrand, just like the measure, is a non-additive function taking values on subsets itself. The resulting aggregation operator is an extension of the Choquet integral: the former coincides with the latter whenever the integrand is additive. Four such extensions are provided, two of which are obtained by means of the Möbius inversion of the integrand and the (fuzzy) measure with respect to which integration is performed. In all cases, the resulting integral is an extension of the measure: it coincides with this latter on the vertices of the $n$-dimensional unit hypercube. Yet, one of these extensions also inherits another main feature of the (traditional) Choquet integral: if the fuzzy measure is convex, then this extended Choquet integral equals its minimum over all probabilities in the core of the measure. The general technique applies to both monotone and antitone integrands, and when the integrand is real-valued (i.e., taking both positive and negative values) it allows for both a symmetric and an asymmetric form. Two conceivable applications are provided. One furnishes an expectation of diversity in a random sample of a known population. Here the integrand is a diversity function, which is monotone by construction. The other application furnishes the certainty equivalent for a problem of decision making under uncertainty where the decision maker has some belief about what information (in the form of an event containing the 'true' state) will be available before taking action. Here the integrand is antitone.


Keywords: fuzzy measure, Choquet integral, Möbius inversion, uncertainty, information, certainty equivalent, diversity functions.

1 Introduction

The (discrete) Choquet integral is an aggregation operator very useful in DUU (decision under uncertainty) and MCDM (multicriteria decision making). In the former case, a DM (decision maker) has to take action in response to an unknown state of Nature. Preferences take the form of a utility function associating a real number to each pair consisting of a state and an action. The set of utility values attained on all pairs consisting of a state and a fixed action is a random variable. This leads to rank actions according to the associated expectation, requiring, in turn, some beliefs about what state will occur. If beliefs take the form of a probability or additive measure, then actions get ranked according to the EU (expected utility) model. On the other hand, if beliefs take the form of a capacity or fuzzy measure, then actions get ranked according to the CEU (Choquet expected utility) model (see [3] and [10]). In both cases, for each action, the DM performs an aggregation, based on beliefs, of all the utility values such an action may yield. An important fact inspiring the present paper is that the CEU model constitutes, in fact, an extension of the EU one. In particular, fuzzy measures comprehend additive ones as special cases, and whenever the measure is additive the Choquet expectation coincides with the traditional one.

In MCDM, the DM has to choose within a given (finite) set of alternatives according to their score on different evaluation criteria. In this case, for each alternative, the DM has to aggregate the scores that such an alternative attains on each criterion. In particular, if criteria display no interaction, then aggregation can be performed most naturally through a weighted average. More precisely, for the DM each criterion has its own importance or (positive) weight. Such weights may well be normalized so to add up to unity. Accordingly, each alternative can be evaluated according to the weighted average of the scores it attains on criteria. On the other hand, the situation where criteria display interaction is formalized by specifying a weight for each subset of criteria. In this case, in order to keep into account such an interaction, aggregation can no longer be performed through a weighted average. Conversely, the Choquet integral
becomes the needed aggregation operator, as the collection of subsets’ weights constitutes a fuzzy measure. Here again, this latter aggregation technique appears as an extension: as soon as the fuzzy measure is additive, in which case criteria display no interaction, the Choquet integral reduces to a weighted average (see [6]). A great deal of attention has been paid to the evaluation of negative scores, in which case the Möbius inversion of the measure yields a useful representation. In fact, if the integrand is real-valued, then the Choquet integral allows for both a symmetric and an asymmetric form (see [7]).

The aim of this paper is to present a novel aggregation technique which constitutes, in fact, an extension of the Choquet integral. More precisely, given some n-set N, this technique allows to aggregate the $2^n$ values taken by a (monotone or antitone) function defined on subsets $A \subseteq N$ w.r.t. (with respect to) a fuzzy measure, taking values on such subsets as well. Yet, if the former function (i.e., the integrand) is additive, then this technique yields the same result as the Choquet integral.

Such an extension is shown to inherit two main features from the Choquet integral. Firstly, for given integrand, the extended Choquet integral (as defined below) w.r.t. a convex measure equals the minimum of this integral over all probabilities in the core of the measure. Secondly, this novel aggregation operator is an extension of the measure: it coincides with this latter on the vertices of the n-dimensional unit hypercube. In addition, it may be represented in terms of the Möbius inversions of both the integrand and the measure, and when the former is real-valued it allows for both a symmetric and an asymmetric form.

2 Preliminaries

Let $N = \{1,\ldots,n\}$ be a finite set (of states or criteria). Any function $f : N \to \mathbb{R}$ is, in fact, a collection $f(1),\ldots,f(n)$ of n numbers. A weighted average or expectation (if $f$ is a random variable) of these numbers takes form $E_p(f) = \sum_{i \in N} p(i) \cdot f(i)$, where $p(i) \geq 0$ for all $i \in N$ and $\sum_{i \in N} p(i) = 1$, that is, $p$ is a probability. Perhaps, this is the most natural way of aggregating such n numbers $f(1),\ldots,f(n)$. Also, for $g, f : N \to \mathbb{R}$ and given $p$, if $E_p(g) \geq E_p(f)$, then $g$ is ranked no lower than $f$.

The Choquet integral is a more sophisticated aggregation technique. It uses fuzzy measures (or capacities, see [3], or non-additive probabilities, see [8]). These are monotone $\gamma : 2^N \to [0,1]$ (i.e., $A \subseteq B \in 2^N$ implies $\gamma(A) \leq \gamma(B)$, where $2^N = \{A : A \subseteq N\}$) such that $\gamma(\emptyset) = 1 - \gamma(N) = 0$. In DUU subsets $A \in 2^N$ are events, and fuzzy measures are interpreted as follows: $\gamma(A)$ quantifies the belief that the ’true’ state $i$ (that will occur) satisfies $i \in A$. On the other hand, in MCDM $\gamma(A)$ quantifies the importance (or worth) of all criteria $i \in A$ considered together.

Given that for functions taking both positive and negative values the Choquet integral may be computed either symmetrically or else asymmetrically (see [7] and below), firstly consider the case of integrands $f : N \to \mathbb{R}_+$ taking only positive values. Formally, the Choquet integral of $f$ w.r.t. $\gamma$ is

$$\int_N f \, d\gamma = \sum_{1 \leq i \leq n} \left[ f(i) - f(i-1) \right] \cdot \gamma(\{i\},\ldots,\{n\})$$

$$= \sum_{1 \leq i \leq n} f(i) \cdot [\gamma(\{i\},\ldots,\{n\}) - \gamma(\{i+1\},\ldots,\{n\})]$$

where $(\cdot) : N \to N$ is any permutation such that $f(n)) \geq \cdots \geq f(i)) \geq \cdots \geq f(1)) \geq f(0)) = 0$. Also, $\gamma(\{i+1\},\ldots,\{n\})$ clearly vanishes for $i = n$.

Measure $\gamma$ is additive when for all $A, B \in 2^N$$\gamma(A \cap B) + \gamma(A \cup B) = \gamma(A) + \gamma(B)$, i.e., when $\gamma(A) = \sum_{i \in A} \gamma(\{i\})$ for all $A \in 2^N$. If $\gamma$ is additive, then the Choquet integral reduces to

$$\int_N f \, d\gamma = \sum_{1 \leq i \leq n} \gamma(\{i\}) \cdot f(i).$$

Out of the above two expressions for the Choquet integral, the latter links this aggregation operator and the core of convex (or supermodular) measures (see [5], theorem 2.2). The core $C(\gamma)$ of a measure $\gamma$ is the set of probabilities $p$ such that $\sum_{i \in A} p(i) \geq \gamma(A)$ for all $A \in 2^N$ (and thus $\sum_{i \in N} p(i) = \gamma(N) = 1$).

In general, the core may well be empty. Yet, if the measure is convex, that is, if

$$\gamma(A \cup B) + \gamma(A \cap B) \geq \gamma(A) + \gamma(B)$$

for all $A, B \in 2^N$, then $C(\gamma) \neq \emptyset$ and

$$\int_N f \, d\gamma = \bigwedge_{p \in C(\gamma)} E_p(f)$$

for any integrand $f$, where $\wedge$ (and $\vee$) denote the min or inf (and max or sup) operator.

The characteristic function $\chi_A : N \to \{0,1\}$ associated with each subset $A \in 2^N$ is defined by $\chi_A(i) = 1$ if $i \in A$ and $\chi_A(i) = 0$ if $i \notin A$. Hence, there is a bijection between $2^N$ and the set $\{0,1\}^n$ of vertices of the n-dimensional unit hypercube $[0,1]^n$. This yields that the Choquet integral is an extension of
the measure w.r.t. which integration is performed, as the former coincides with the latter on vertices \( \chi_A \in \{0, 1\}^n, A \in 2^N \). That is, for \( A = \{i_1, \ldots, i_{|A|}\} \),
\[
\int_X \sum_{1 \leq h \leq |A|} \left[ \gamma(\{i_h, \ldots, i_{|A|}\}) - \gamma(\{i_{h+1}, \ldots, i_{|A|}\}) \right] = \gamma(A)
\]
(with \( \gamma(\{i_{h+1}, \ldots, i_{|A|}\}) \) vanishing for \( h = |A| \)). In words, as the integrand varies over all \( \chi_A, A \in 2^N \), the Choquet integral of such functions w.r.t. any measure \( \gamma \) yields precisely \( \gamma(A) \). Also, there are \( |A|! |A|! \) distinct permutations \( i \) that may be interchangeably used for computing the Choquet integral of \( \chi_A \). This is the number of distinct ways of putting all \( j \in A^c = N \setminus A \) first and all \( i \) last.

Permutations bijectively correspond to maximal chains \( K = \{A_0, A_1, \ldots, A_n\} \subset 2^N \), where
\[
N = \bigcap_{i=1}^n A_i \quad \text{and} \quad \bigcap^* \text{ is the covering relation (see [1], that is to say, } A \bigcap^* B \Leftrightarrow A \supset B, |A| = |B| + 1 \text{ and reads } "A \text{ covers } B", \text{ with } A \supset B \Rightarrow A \supseteq B, A \not\supset B.
\]

Let \( \mathcal{V}_m \subset \mathbb{R}^n_{+} \) denote the vector space of monotone \( v : 2^N \rightarrow \mathbb{R}_{+}, \gamma \in \mathcal{V}_m \) for all measures \( \gamma \). The Möbius inversion \( \mu^v : 2^N \rightarrow \mathbb{R} \) of \( v \in \mathcal{V}_m \) is given by \( \mu^v(A) = \mu^v(B) \cdot v(B) \) for all \( A \in 2^N \). A basis of \( \mathcal{V}_m \) is \( \{u_A : A \in 2^N\} \), where \( u_A(B) = 1 \) if \( A \subseteq B \) and 0 otherwise, in fact, \( v = \sum_{A \in 2^N} \mu^v(A) \cdot u_A. \) That is, \( v(A) = \sum_{B \subseteq 2^N} \mu^v(B) \cdot u_B(A) = \sum_{B \subseteq A} \mu^v(B) \) for all \( A, B \in 2^N \) (see [1]). The Choquet integral of \( f \) w.r.t. \( \gamma \) may be expressed in terms of \( \mu^v \) as follows
\[
\int_X f d\gamma = \sum_{A \in 2^N} \mu^v(A) \sum_{i \in A} f(i),
\]
where \( \mu^v(\emptyset) = \gamma(\emptyset) = 0 \) (see [2] and [7]).

### 3 The extension

The aggregation technique proposed below enables to integrate monotone set functions \( v \in \mathcal{V}_m \) w.r.t. fuzzy measures \( \gamma \). Firstly note that, given monotonicity, \( 0 \leq v(\emptyset) \leq v(A) \) for all \( A \in 2^N \). In fact, setting \( v(\emptyset) = 0 \) yields no loss of generality.

For any \( v \in \mathcal{V}_m \), let \( K^v \) denote the set of admissible maximal chains \( K^v = \{A^v_0, A^v_1, \ldots, A^v_n\} \), defined to be those satisfying
\[
v(A^v_i) = \sum_{A \bigcap^* A^v_{i-1}} v(A) \text{ for } 1 \leq i \leq n,
\]
where \( \bigcap^* \) is the covering relation defined above.

#### Remark 1
By construction, \( K^v \neq \emptyset \). In particular, \( 1 \leq |K^v| \leq n! \). To see this, let \( N = \{1, 2, 3\} \) and consider the two extreme examples \( v, w : 2^N \rightarrow \mathbb{R}_+ \) where \( v(A) = (\sum_{i \in A} i)^2 \) and \( w(A) = (|A|)^2 \) for all \( A \in 2^N \). In the former case, \( |K^v| = 1 \), and the unique maximal chain \( K^v \in K^v \) is \( K^v = \{\emptyset, \{1\}, \{1, 2\}, N\} \). Conversely, \( K^v \) contains all the 3! available maximal chains of lattice \( 2^N \).

For the \( i \)-th increment \( \Delta(v(A^v_i)) = v(A^v_i) - v(A^v_{i-1}) \) of \( v \) along any \( \{A^v_0, A^v_1, \ldots, A^v_n\} = K^v \in K^v \), define
\[
\Delta^2(v(A^v_i)) := \Delta(v(A^v_i)) - \Delta(v(A^v_{i-1})) = v(A^v_i) - 2v(A^v_{i-1}) + v(A^v_{i-2})
\]
This is the \( i \)-th difference, \( 1 \leq i \leq n \), between consecutive increments.

Now, the values taken by set function \( v \) may be aggregated w.r.t. fuzzy measure \( \gamma \) by means of the extended Choquet integral defined as follows:
\[
\int_{2^N} vd\gamma := \bigwedge_{K^v \in K^v} \sum_{1 \leq i \leq n} \Delta^2(v(A^v_i)) \cdot \gamma(N \setminus A^v_i),
\]
with \( K^v = \{A^v_0, A^v_1, \ldots, A^v_n\} \) and \( v(A^v_{i-1}) := 0 \).

Notice immediately that \( \wedge \) is over the set \( K^v \) of admissible maximal chains only. In particular, \( \int_{2^N} vd\gamma \) works as follows. Given monotonicity, the integrand \( v \) takes non-decreasing values along any maximal chain. Firstly, the focus is placed on the set \( K^v \) of maximal chains along which increments \( \Delta(v(A^v_i))) \), \( 1 \leq i \leq n \) are minimal. Secondly, precisely in order to minimize over such chains \( \{A^v_0, A^v_1, \ldots, A^v_n\} = K^v \in K^v \), the focus turns on those satisfying \( \gamma(N \setminus A^v_i) \geq \gamma(N \setminus B^v_i) \) for every \( \{B^v_0, B^v_1, \ldots, B^v_n\} \in K^v \) and \( 1 \leq i \leq n \). That is to say, increments
\[
\Delta(\gamma(N \setminus A^v_i)) = \gamma(N \setminus A^v_i) - \gamma(N \setminus A^v_{i+1})
\]
must be maximal for (increasing) \( 0 \leq i \leq n - 1 \). Once a maximal chain \( \{A^v_0, A^v_1, \ldots, A^v_n\} \) satisfying this sort of min – max criterion is found (there surely exists at least one), \( \int_{2^N} vd\gamma \) is simply the sum of all differences \( \Delta^2(v(A^v_i))) \) between consecutive increments of the integrand, multiplied each by the value \( \gamma(N \setminus A^v_{i-1}) \) taken by the measure on \( A^v_{i-1} \)’s complement. Also note that, although both the integrand and the measure take \( 2^n \) values, only \( n + 1 \) values (for each) are used for aggregation. This is because both the integrand and the measure are not defined on a generic set. Conversely, they are defined on a subset lattice. In fact, this technique may be adapted to any lattice (or even any poset) satisfying the Jordan-Dedekind condition (that is, any two maximal chains must have equal length, see [1]).
Remark 2 Note that there may be two or more maximal chains satisfying the above min−max criterion. In fact, if both the integrand and the measure are symmetric (that is, if \( v(A) = \eta_\gamma(|A|) \)), \( \gamma(A) = \eta_\gamma(|A|) \) for some \( \eta_\gamma, \gamma_\gamma : \{0, 1, \ldots, n\} \rightarrow \mathbb{R}_+ \) and all \( A \in 2^N \), then all \( n! \) maximal chains satisfy such a criterion (see remark 1 above). Still, given \( v \) and \( \gamma \), for any such a maximal chain \( \gamma \in \mathcal{V}^\ast_{\text{EC}} \), \( v \) yields the same result.

Any \( f : N \rightarrow \mathbb{R}_+ \) extends to the whole power set \( 2^N \) through additivity, i.e., as \( v_f : 2^N \rightarrow \mathbb{R}_+ \) defined by \( v_f (A) = \sum_{i \in A} f(i), A \in 2^N \). Also, such an extension \( v_f \) is monotone (for all \( f \) with positive range). Let \( \mathcal{V}^\ast_m \subset \mathcal{V}_m \) denote the space of additive set functions, and for every \( v \in \mathcal{V}^\ast_m \) let \( f_v \) denote its restriction to singletons, that is to say, \( f_v (i) = v(\{i\}), 1 \leq i \leq n \).

Claim 3 If \( v \in \mathcal{V}^\ast_m \), then \( \int_{2^N} \mathbb{V}d\gamma = \int_{2^N} f_v d\gamma \).

Proof: If \( v \in \mathcal{V}^\ast_m \), then any permutation \( (\cdot) : N \rightarrow N \) satisfies \( v(\{(1)\}) \leq \cdots \leq v(\{(n)\}) \). This means that the maximal chain \( \mathcal{K}^v = \{A_0^v, \ldots, A_n^v\} \) obtained by setting \( A_i^v = \{(1), \ldots, i\} \) for \( 1 \leq i \leq n \) satisfies \( \mathcal{K}^v \subseteq \mathcal{K}^v \). Also, \( \Delta(v(A_i^v)) = v(\{(i)\}) \) for \( 1 \leq i \leq n \). Substitution completes the proof.

Hence, \( \int_{\text{EC}} \) extends \( \int_{\text{C}} \), regarded as an aggregation operator, from \( N \) to \( 2^N \). For this reason, in the sequel the former shall be termed extended Choquet (EC) integral.

Claim 4 If \( \gamma \) is convex, then for all \( v \in \mathcal{V}_m \)

\[
\int_{2^N} v d\gamma = \bigwedge_{p \in \mathcal{C}(\gamma)} \int_{2^N} v dp,
\]

where \( p(A) = \sum_{i \in A} p(i), A \in 2^N \).

Proof: Any convex \( \gamma \) has a non-empty core whose extreme points \( p_K \in ex(\mathcal{C}(\gamma)) \) get defined through each maximal chain \( \mathcal{K} = \{A_0, \ldots, A_n\} \) by

\[
p_K(i) = \gamma(A_k) - \gamma(A_{k-1}) : A_k \setminus A_{k-1} = \{i\}, 1 \leq i \leq n
\]

(see [11]). Given any \( v \in \mathcal{V}_m \) with the associated set \( \mathcal{K}^v \supseteq \mathcal{K}^v = \{A_0^v, \ldots, A_n^v\} \) of maximal chains as above (i.e., \( v(A_i^v) = \bigwedge_{\mathcal{K}^v} v(A), 1 \leq k \leq n \)), consider those corresponding \( \mathcal{K}^v = \{N \setminus A_0^v, \ldots, N \setminus A_n^v\} \) obtained by substituting each element with its complement. Clearly, \( \gamma(N \setminus A_k^v) = p_K^v(N \setminus A_k^v), 1 \leq k \leq n \). It only remains to observe that the EC integral obtains by minimizing over \( \mathcal{K}^v \).

The EC integral inherits another main property from the Choquet integral: it constitutes an extension of the measure, as it coincides with this latter on the vertices of the hypercube. Yet, as integrands must be set functions, each \( \chi_A : N \rightarrow \{0, 1\}, A \in 2^N \) must be turned into some \( v_{\chi_A} \) taking values on \( 2^N \). This is most naturally achieved through additivity:

\[
v_{\chi_A}(B) = \sum_{i \in B} \chi_A(i) \quad \text{for all } A, B \in 2^N.
\]

In this way, \( v_{\chi_A} : 2^N \rightarrow \{0, 1, \ldots, |A|\}, A \in 2^N \).

Claim 5 For any measure \( \gamma \),

\[
\int_{\text{EC}} v_{\chi_A} d\gamma = \gamma(A) \quad \text{for all } A \in 2^N.
\]

Proof: For any integrand \( v_{\chi_A} \), \( A \in 2^N \), admissible maximal chains \( \mathcal{K}^v \supseteq \mathcal{K}^v \) bijectively correspond to those \((n - |A|)!/|A|!\) permutations \((\cdot) : N \rightarrow N\) where all \( j \notin A \) come first and all \( i \in A \) come last, that is to say, \( \{(1), \ldots, (n - |A|)\} = N \setminus A \) as well as \( \{(n - |A| + 1), \ldots, (n)\} = A \). Also, along any such a maximal chain \( \{B_0^v, \ldots, B_n^v\} \in \mathcal{K}^v \),

\[
\sum_{1 \leq k \leq n} \Delta^2(v_{\chi_A}(B_k^v)) \cdot \gamma(N \setminus B_{k-1}^v) = \gamma(A) \quad \text{with } \gamma((n + 1), \ldots, (n)) \text{ vanishing}.
\]

3.1 An extension through averaging

Let \( N^{(k)} = \{A \in 2^N : |A| = k\} \) denote the \( k \)-th level of subset lattice \( (2^N, \subseteq, \cup) \), containing all \( k \)-cardinal subsets \( A \subseteq N \), with \( |N^{(k)}| = \binom{n}{k} \) for \( 0 \leq k \leq n \) (see [1]). An integrand \( v \in \mathcal{V}_m \) may well attain the same value on several elements of each level, for each level. That is, for each \( k \), it may be \( v(A_1) = \cdots = v(A_h) \) with \( A_1, \ldots, A_h \in N^{(k)} \) and \( 1 \leq h \leq \binom{n}{k} \). If this is the case, then the set \( \mathcal{K}^v \) of admissible maximal chains is rather likely to contain many elements (at most, \( |\mathcal{K}^v| = n! \) for symmetric \( v \); see remarks 1 and 2 above). Hence, for given \( \gamma \), define \( g_\gamma : \mathcal{K}^v \rightarrow \mathbb{R}_+ \) by

\[
g_\gamma(K^v) = \sum_{1 \leq k \leq n} \Delta^2(v(B_k^v)) \cdot \gamma(N \setminus B_{k-1}^v)
\]

for every \( \{B_0^v, \ldots, B_n^v\} = K^v \in \mathcal{K}^v \). In general, \( g_\gamma(K^v) \) yields different values for different admissible chains. Clearly, in order to define an integration technique, these values must be aggregated. Above, this is achieved through the min operator \( \wedge \), as the EC integral is conceived for dealing with DUU, where \( \wedge \) seems the most natural way of formalizing risk-aversion. An
alternative aggregation technique is the following: if \( g_\gamma \) takes \( q \leq |K^v| \) different values \( g_1^\gamma, \ldots, g_q^\gamma \), then set

\[
\tilde{\int}_{2^N}^{\text{EC}} v \, d\gamma = \frac{1}{|K^v|} \sum_{1 \leq h \leq q} g_h^\gamma,
\]

where \( K_h^v = \{ k^v \in K^v : g_k^\gamma = g_h^\gamma \} \). This is the weighted average where the weight of each value \( g_h^\gamma, 1 \leq h \leq q \) is the ratio of the number of admissible chains yielding that value to the total number of admissible chains. A somehow extreme case is that where \( v \) is symmetric but \( \gamma \) is not. Then, \( |K^v| = n! \), and it might well be \( q = n! \). Accordingly, the EC integral as defined above through \( \wedge \) considers only the minimum over all these \( n! \) values, while this (modified) EC integral considers the average of all these values, associating weight \((n!)^{-1}\) to each of them.

Inspection reveals that while claims 2 and 4 remain valid for this EC integral, claim 3 does not. Formally, for given \( \gamma \), if \( v \) is additive (through \( f_x \)), then

\[
\tilde{\int}_{2^N}^{\text{EC}} v \, d\gamma = \int_{N}^{C} f_x \, d\gamma.
\]

Also, \( \int_{2^N}^{\text{EC}} v_{\chi_A} \, d\gamma = \gamma(A) \) for all \( A \in 2^N \).

Yet, \( \tilde{\int}_{2^N}^{\text{EC}} v \, d\gamma \neq \bigwedge_{p \in C(\gamma)} \tilde{\int}_{2^N}^{\text{EC}} v \, dp \)

for generic convex \( \gamma \).

### 3.2 Antitone integrands

The EC technique may also be applied to antitone integrands \( v : 2^N \setminus \{\emptyset\} \to \mathbb{R}_+ \), where \( A \subseteq B \in 2^N \) implies \( v(A) \geq v(B) \) for all \( A, B \in 2^N \setminus \{\emptyset\} \), with \( v(\emptyset) = 0 \). (Note that \( v(\emptyset) = 0 \) implies that \( v \) is antitone on \( 2^N \setminus \{\emptyset\} \) but not on the whole power set \( 2^N \)).

In order to achieve this, the general procedure above is somehow reversed. Firstly, for taking into account both the maximum (i.e., \( \bigvee_{i \in N} v(\{i\}) \)) and the minimum (i.e., \( v(N) \)) values taken by \( v \) on \( 2^N \setminus \{\emptyset\} \), admissible chains \( \{A_0^v, \ldots, A_n^v\} = K^v \in K^v \) satisfy

\[
v(A_i^v) = \bigvee_{A \supseteq A_i^v} v(A) \quad \text{for increasing} \quad 1 \leq i \leq n.
\]

Next, for \( 0 < i \leq n \), define

\[
\Delta^2(v(A_i^v)) = v(A_i^v) - 2v(A_{i+1}^v) + v(A_{i+2}^v),
\]

with \( v(A_{n+1}^v) = v(A_{n+2}^v) = 0 \). Then, given any capacity \( \gamma \), the EC integral of \( v \) w.r.t. \( \gamma \) is

\[
\int_{2^N}^{\text{EC}} v \, d\gamma = \bigwedge_{K^v \in K^v} \sum_{0 \leq i < n} \Delta^2(v(A_i^v)) \cdot \gamma(A_{i+1}^v),
\]

with \( K^v = \{A_0^v, \ldots, A_n^v\} \).

This EC integral, with integrand \( v \) antitone on \( 2^N \setminus \{\emptyset\} \), may be used for quantifying the certainty equivalent of a seemingly sophisticated DUU problem (see subsection 4.2 below).

### 3.3 Real-valued integrands

There are two alternative techniques for integrating real-valued functions \( f : N \to \mathbb{R} \) w.r.t. fuzzy measures \( \gamma \), namely, the Sipoš or symmetric Choquet integral, and the asymmetric Choquet integral. In order to formalize these operators, define \( f^+(i) = 0 \lor f(i) \) and \( f^-(i) = 0 \lor -f(i) \) for \( 1 \leq i \leq n \). Also, for any measure \( \gamma \), consider its conjugate \( \bar{\gamma} \) defined, for every \( A \in 2^N \), by \( \bar{\gamma}(A) = \gamma(N) - \gamma(N \setminus A) \). Then, the symmetric Choquet integral is

\[
\int_{N}^{C} \int_{N}^{C} f \, d\gamma = \int_{N}^{C} f^+ \, d\gamma - \int_{N}^{C} f^- \, d\gamma,
\]

while the asymmetric Choquet integral is

\[
\int_{N}^{C} \int_{N}^{C} f \, d\gamma = \int_{N}^{C} f^+ \, d\gamma - \int_{N}^{C} f^- \, d\bar{\gamma}
\]

(see [7]).

Paralleling this in terms of the EC integral seems rather straightforward: given a real-valued, monotone \( v : 2^N \to \mathbb{R} \), define \( v^+(A) = 0 \lor v(A) \) as well as \( v^-(A) = 0 \lor -v(A) \) for every \( A \in 2^N \). Then, the symmetric EC integral is

\[
\int_{2^N}^{\text{EC}} v \, d\gamma = \int_{2^N}^{\text{EC}} v^+ \, d\gamma - \int_{2^N}^{\text{EC}} v^- \, d\gamma,
\]

while the asymmetric EC integral is

\[
\int_{2^N}^{\text{EC}} v \, d\gamma = \int_{2^N}^{\text{EC}} v^+ \, d\gamma - \int_{2^N}^{\text{EC}} v^- \, d\bar{\gamma}.
\]

The same argument may be applied, mutatis mutandis, to antitone integrands.

### 3.4 Möbius inversion

Like the Choquet integral, the EC integral may be expressed in terms of Möbius inversion. Yet, while in the former case only the measure has a non-trivial such an inversion (as the integrand is additive), in the
latter case the integrand displays a non-trivial such an inversion as well.

Given \( v, \gamma \in V_m \), the EC integral of \( v \) w.r.t. \( \gamma \) may be written as follows
\[
\int_{2^N}^{EC} v \, d\gamma = \bigwedge_{K^v \in \mathcal{K}^v} \sum_{1 \leq i \leq n} \Delta(v(A^v_i)) \cdot [\gamma(N\setminus A^v_{i-1}) - \gamma(N\setminus A^v_i)],
\]
with \( K^v = \{A^v_0, \ldots, A^v_n\} \). Also, for all \( \emptyset \neq A \subset 2^N \),
\[
v(A) - v(A \setminus i) = \sum_{B \subseteq A, B \neq \emptyset} \mu^v(B) = \sum_{B \in 2^N \setminus 2^A, i} \mu^v(B)
\]
for all \( i \in A \). Accordingly, \( \int_{2^N}^{EC} v \, d\gamma = \bigwedge_{K^v \in \mathcal{K}^v} \sum_{1 \leq i \leq n} \sum_{B \subseteq A^v_i} \mu^v(B) \cdot [\begin{array}{c} \sum_{B' \subseteq A^v_{i-1}} \mu^\gamma(B') \
\sum_{B'' \subseteq N \setminus A^v_i} \mu^\gamma(B'') \end{array}]\),
with \( K^v = \{A^v_0, \ldots, A^v_n\} \).

Möbius inversion yields two further extensions \( \overline{\int}_{2^N}^{EC} \) and \( \underline{\int}_{2^N}^{EC} \) of the Choquet integral. The \( \overline{\int}_{2^N}^{EC} \) of \( v \) w.r.t. \( \gamma \) is
\[
\overline{\int}_{2^N}^{EC} v \, d\gamma = \sum_{A \in 2^N} \mu^\gamma(A) \bigwedge_{i \in A} (v(A) - v(A \setminus i))
\]
\[
= \sum_{A \subseteq 2^N} \mu^\gamma(A) \bigwedge_{i \in A} \sum_{B \subseteq A \setminus \{i\}} \mu^v(B).
\]
To see that this actually constitutes an extension (i.e., when the integrand is additive it reduces to the Choquet integral), note that if \( v \) is additive through \( f_v \) (see above), then \( v(A) - v(A \setminus i) = f_v(i) \) for all \( A \subset 2^N \) and all \( i \in A \), so that the former expression above reduces to a well known representation of the Choquet integral in terms of the Möbius inversion of the measure (see [2], [7] and section 2 above). Concerning the latter expression, the Möbius inversion of additive set functions \( v \) satisfying \( v(\emptyset) = 0 \) lives only on 1-cardinal subsets (or atoms), i.e., \( |A| \neq 1 \Rightarrow \mu^\gamma(A) = 0 \) (see [1] on valuations of distributive lattices, pp. 189-191). In particular, \( v_{\chi_A}, A \in 2^N \) is an additive set function (see above), and it may be easily checked that
\[
\overline{\int}_{2^N}^{EC} v_{\chi_A} \, d\gamma = \sum_{B \in 2^A} \mu^\gamma(B) = \gamma(A).
\]
On the other hand, the \( \overline{\int}_{2^N}^{EC} \) integral of \( v \) w.r.t. \( \gamma \) is
\[
\overline{\int}_{2^N}^{EC} v \, d\gamma = \sum_{A \subseteq 2^N} \mu^\gamma(A) \bigwedge_{i \in A} (v((N\setminus A) \cup i) - v(N\setminus A)).
\]
Here again, \( v((N\setminus A) \cup i) - v(N\setminus A) = f_v(i) \) for all \( A \subset 2^N \) and all \( i \in A \) whenever \( v \) is additive (through \( f_v \)), in which case this latter expression reduces to the same well known representation of the Choquet integral (in terms of the Möbius inversion of the capacity) as above. Also note that
\[
\bigwedge_{i \in B} \left( v_{\chi_A}((N\setminus B) \cup i) - v_{\chi_A}(N\setminus B) \right) = 1
\]
if \( B \subset A \) and 0 otherwise, with \( A, B \subset 2^N \). Therefore, for any integrand \( v_{\chi_A}, A \subset 2^N \), only the values \( \mu^\gamma(B) \) such that \( B \subset A \) are summed. Hence,
\[
\overline{\int}_{2^N}^{EC} v_{\chi_A} \, d\gamma = \sum_{B \subseteq A} \mu^\gamma(B) = \gamma(A).
\]

### 3.5 An example

In order to appreciate the difference between these four extensions of the Choquet integral (i.e., each coincides with this latter whenever the integrand is additive), consider the simple case where \( N = \{1, 2, 3\} \) and the integrand \( v \) is symmetric; in particular, \( v(A) = (\frac{|A|}{1})^2 \) for all \( A \subseteq N \). (Note that this is a capacity itself.) Let \( \gamma \) denote the (fuzzy) measure w.r.t. which integration is performed, with
\[
\gamma(\{1\}) = 0.1 ; \gamma(\{2\}) = 0.4 ; \gamma(\{3\}) = 0.6
\]
\[
\gamma(\{1, 2\}) = 0.6 ; \gamma(\{1, 3\}) = 0.8 ; \gamma(\{2, 3\}) = 0.9.
\]
Accordingly, \( \mu^\gamma(A) = \gamma(A) \) if \( |A| = 1 \), and
\[
\mu^\gamma(\{1, 2\}) = 0.6 - 0.1 - 0.4 = 0.1
\]
\[
\mu^\gamma(\{1, 3\}) = 0.8 - 0.1 - 0.6 = 0.1
\]
\[
\mu^\gamma(\{2, 3\}) = 0.9 - 0.4 - 0.6 = -0.1
\]
\[
\mu^\gamma(\{1, 2, 3\}) = v(\{1, 2, 3\}) = \sum_{A \subseteq \{1, 2, 3\}} \mu^\gamma(A) = 1 - (0.1 + 0.4 + 0.6 + 0.1 - 0.1 - 0.1) = -0.2.
\]
Simple computations yield
\[
\int_{2^N}^{EC} v \, d\gamma = \frac{24}{90},
\]
where the (admissible) maximal chain along which integration is performed is \( \emptyset, \{3\}, \{2, 3\}, N \). Also,
\[
\int_{2^N}^{EC} v \, d\gamma = \frac{1}{3!} \frac{40 + 36 + 38 + 28 + 30 + 24}{90} = \frac{98}{3 \cdot 90}.
\]
while \( \int_{2^N}^{EC} v \, d\gamma = \frac{4}{90} \) and \( \int_{2^N}^{EC} v \, d\gamma = \frac{56}{90} \).
4 Applications

This final section is devoted to possible applications of the EC integral (or any variation EC, ˜EC or ˆEC). More generally, the focus turns on conceivable situations where integrating (i.e., aggregating) set functions w.r.t. capacities might be useful. In particular, two such applications are provided below. In both cases, the aggregation operator yields an expectation. In the former case the integrand is monotone, while in the latter it is antitone.

4.1 An expectation of diversity

The idea of measuring diversity within any subset $A \subseteq N$ of a finite population $N = \{1, \ldots, n\}$ has been recently formalized through diversity functions $v : 2^N \rightarrow \mathbb{R}_+$ which, by construction, are monotone (see [9]). This approach relies upon the multiattribute model of diversity: any attribute characterizing any member of the population is identified with that attribute and, conversely, any subset $A$ of the population identifies a conceivable attribute, i.e., belonging to $A$. Accordingly, the set of conceivable attributes is $2^N$. For each attribute $A \in 2^N$ there is a weight $\lambda_A \geq 0$. In fact, $v : 2^N \rightarrow \mathbb{R}_+$ is defined to be a diversity function if there is a $\lambda : 2^N \rightarrow \mathbb{R}_+$ such that

$$v(B) = \sum_{A \in 2^N \setminus A \cap \emptyset} \lambda_A \text{ for all } B \in 2^N,$$

with $v(\emptyset) = \lambda_\emptyset = 0$. Furthermore, if this is the case, then $\lambda$ is the conjugate Möbius inverse of $v$, given by

$$\lambda_A = \sum_{B \subseteq A} (-1)^{|A \setminus B|+1} \cdot v(N \setminus B) \text{ for all } A \in 2^N.$$

In turn, $v$ has a positive conjugate Möbius inversion if and only if it is monotone and totally submodular, that is, for all collections $\{A_1, \ldots, A_k\} \subseteq 2^N$

$$v\left( \bigcap_{1 \leq k' \leq k} A_{k'} \right) \leq \sum_{0 \leq L \subseteq \{1, \ldots, k\}} (-1)^{|L|+1} \cdot v\left( \bigcup_{i \in L} A_i \right),$$

(see [9] and [2]).

Hence, a diversity function $v$ is a perfect candidate as a monotone integrand of the EC integral above. In particular, consider the case where one is interested in the expectation of diversity within a random sample of population $N$. For the sake of concreteness, assume, for example, that the population of a national park has to be created (or increased) by moving some random sample of an existing, known population from another park. Similarly, assume one has a given amount of time and resources to devote to survey a known population of animals moving freely within a wide region, and is interested in forming an expectation of the diversity that will be observed. In this case, the capacity $\gamma$ w.r.t. which integration is performed is to be interpreted as follows: $\gamma(A), A \in 2^N$ quantifies the belief that the random sample will be precisely $A$. Clearly enough, there is no reason why such a capacity should be additive. Then, $\int_{2^N}^{\text{EC}} v d\gamma$ (or $\int_{2^N}^{\text{EC}} v d\gamma$ or $\int_{2^N}^{\text{EC}} v d\gamma$) furnishes an expectation of the diversity in the random sample.

4.2 Certainty equivalent in DUU

Consider again the DUU situation described above, where a DM has to take action in response to an unknown state of Nature $i \in N$. In particular, let $A = \{a_1, \ldots, a_n\}$ denote the set of available actions, and formalize preferences by $u : N \times A \rightarrow \mathbb{R}$, with $u(i,a) = u_a(i)$ for all $(i,a) \in N \times A$. For the sake of concreteness, for $1 \leq i \leq n$, assume $u(a) < u_a(i)$ for all $a \in A \setminus a_i$. In words, every state $i \in N$ has its own, distinct optimal action $a_i \in A$. Finally, beliefs are quantified by capacity $\gamma$.

The DM chooses some action $a^*$ maximizing her CEU, that is,

$$\int_N u_a d\gamma = \bigvee_{a \in A} \int_N u_a d\gamma,$$

where $\int_N u_a d\gamma$ is the Choquet integral of $u_a$ w.r.t. $\gamma$ (see section 2 above). In fact, this is the certainty equivalent of the decision making problem. More precisely, assume that $u$ is in money terms. Accordingly, if $\int_N u_a d\gamma > 0$, then the DM is willing to pay, at most, such a quantity in order to face this problem. Conversely, if $\int_N u_a d\gamma < 0$, then the DM is willing to pay, at most, such a quantity in order to avoid this problem. Finally, if $\int_N u_a d\gamma = 0$, then the DM is indifferent between facing this problem or not. In particular, as $u$ is real-valued, the Choquet integral may be computed either symmetrically, or else asymmetrically (see subsection 3.3 above and [7]).

This framework can be enriched by introducing the idea of information, which may be formalized in alternative ways and raises the issue of updating nonadditive beliefs (see [4]). Information may be modeled as a field of events and, in particular, as a field of events generated by some partition of $N$ (see [8]). Yet, the focus here is placed on the situation where the DM knows, before taking action, that the ’true’ state of Nature belongs to some subset $\emptyset \neq B \in 2^N$. Then, what action will be taken? One possibility is
to choose an action that maximizes the conditional expectation defined by the Choquet integral (over $B$) of the restricted utility function $u: B \times A \to \mathbb{R}$ w.r.t. the normalized restricted capacity $\gamma: 2^B \to [0,1]$. That is, the DM may choose an action $a_B^*$ satisfying

$$\int_{B}^{C} u_{a_{B}^*} d\gamma_{B} = \bigvee_{a \in A} \int_{B}^{C} u_{a} d\gamma_{B},$$

where $\int_{B}^{C} u_{a} d\gamma_{B} = \sum_{1 \leq i \leq |B|} [u_{a}(i) - u_{a}(i-1)] \cdot \frac{\gamma((i), \ldots, (|B|))}{\gamma(B)}$ and $(\cdot): B \to B$ is any permutation such that $u_{a}((|B|)) \geq \cdots \geq u_{a}(1) \geq 0$, with $u_{a}(0) := 0$ and where the integrand is assumed to take only positive values for the sake of simplicity (and reasons of space). With a real-valued integrand, this conditioned Choquet integral may be computed either symmetrically or else asymmetrically (again, see subsection 3.3 above and [7]). Now, for $\emptyset \neq B \subseteq 2^N$, define $v: 2^N \setminus \{\emptyset\} \to \mathbb{R}$ by

$$v(B) := \bigvee_{a \in A} \int_{B}^{C} u_{a} d\gamma_{B}.$$

It seems rather evident that if $\emptyset \subset A \subseteq B \subseteq 2^N$, then $v(A) \geq v(B)$. That is, $v$ is antitone on $2^N \setminus \{\emptyset\}$. In fact, roughly speaking, the smaller the (non-void) subset, the better the DM can choose a corresponding optimal action. In particular, $v(\{i\}) = u_{a}(i), i \in N$.

Finally, consider the issue of quantifying some belief about what information (in the form of an event) will be available before taking action. In other terms, focus on how to define some capacity $\eta: 2^N \to [0,1]$ such that $\eta(A)$ quantifies the belief that before taking action the DM will know that the 'true' state belongs to $A$, with $\emptyset \neq A \subset 2^N$. In fact, $\gamma(A)$ already quantifies the belief that the 'true' state belongs to $A$. Nevertheless, $\eta(A)$ must quantify the belief that, in addition, this will be known before taking action. Accordingly, it must be $\eta(A) \leq \gamma(A)$. For example, one may set $\eta(A) = (\gamma(A))^2$.

Then, the EC integral of $v$ w.r.t. $\eta$ as defined in subsection 3.2, i.e., $\int_{2^N}^{EC} v d\eta$, furnishes an expectation of the utility that the DM may receive by facing this DUU problem with (non-additive) beliefs about what information (in the form of an event) will be available before taking action. Accordingly, $\bigvee_{a \in A} \int_{B}^{C} u_{a} d\gamma$ may be interpreted as the certainty equivalent of this DUU problem when the DM believes that no information will be available before taking action. That is, the certainty equivalent with trivial $\eta_T$ such that $\eta_T(A) = 0$ for all $A \subset B$ and $\eta_T(N) = \gamma(N) = 1$, as

$$\int_{2^N}^{EC} v d\eta_T = v(N) = \bigvee_{a \in A} \int_{B}^{C} u_{a} d\gamma.$$

Conversely, $\int_{2^N}^{EC} v d\eta$ seems a suitable candidate as the certainty equivalent of this DUU problem with non-trivial beliefs $\eta \neq \eta_T$ about what information (i.e., event) will be available before taking action.
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Abstract

Because of their simplicity, risk measures are often employed in financial risk evaluations and related decisions. In fact, the risk measure $\rho(X)$ of a random variable $X$ is a real number customarily determining the amount of money needed to face the potential losses $X$ might cause. At a sort of second-order level, the adequacy of $\rho(X)$ may be investigated considering the part of the losses it does not cover (its shortfall). This may suggest employing a further, more prudential risk measure, taking the shortfall of $\rho(X)$ into account. In this paper a family of shortfall-dependant risk measures is proposed, investigating its consistency properties and its utilization in insurance pricing. These results are obtained and subsequently extended within the framework of imprecise previsions, of which risk measures are an instance. This also leads us to investigate properties of a rather weak consistency notion for imprecise previsions, termed 1–convexity.
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1 Introduction

Risk measures are an important and widely studied tool in the field of financial evaluations and decisions. In spite of their significant relationships with other uncertainty theories, in particular with precise and imprecise previsions [2, 14], steps towards bridging the gap and enabling cross-fertilization between these research areas have been taken only relatively recently (see for instance [8, 9, 13]). In this paper we contribute to this effort with focus on shortfall-dependant risk measures, and, in particular, on the so-called Dutch risk measures.

To give a quick idea of the whole context, we first recall that, among its interpretations, the risk measure $\rho(X)$ of a random variable $X$ supplies a real number determining how much money should be reserved to face potential losses arising from $X$. Several kinds of consistency requirements have been considered in the literature in order to ensure that $\rho(X)$ is “sound” (in some sense). Defining (and satisfying) these requirements is particularly important (and not so obvious) when the domain of a risk measure is a set of random quantities. Consistency requirements, in general, allow more alternative risk measures. Selecting a specific measure is, in a sense, arbitrary and may reflect the risk attitude or other subjective features of the agent evaluating the risk. For instance, a coherent but extremely cautious choice for $\rho(X)$ is $\rho(X) = -\inf X$. Clearly, this is questionable from another point of view, since it is likely to reserve an excessive amount of money. For this reason, it is rather common (and reasonable) that the chosen risk measure does not entirely cover all potential losses.

The amount of losses not covered by a risk measure is called its shortfall. Given a random variable $X$ and a risk measure $\rho$, the shortfall is a non-negative random variable which is a function of $X$ and $\rho(X)$ and quantifies the possible losses exceeding $\rho(X)$. Given a risk measure, a derived risk measure can then be defined which depends on the original one by taking account of its shortfall in some way. Examples of motivations for defining this kind of “second-order” risk measure (which can be regarded as an adjustment of the first one) will be better discussed in Section 3.3. A significant class of shortfall-dependant risk measures is represented by Dutch risk measures, which can be given a practically important interpretation in the domain of insurance pricing.

This paper provides some new definitions and results concerning shortfall-dependant risk measures and previsions and their consistency properties.

After recalling basic concepts and results about pre-
visions and risk measures in Section 2, we define in Section 3 a generalized family of Dutch risk measures, relate it to a family of lower previsions and investigate its consistency properties. In particular, we show that this family of measures preserves the consistency property of coherence (alternatively convexity) provided that the original measure and the measure evaluating its shortfall satisfy it. In insurance pricing, generalized Dutch risk measures allow (unlike previous proposals) certain premium policies (double loading), while preserving the above mentioned properties; this is discussed in Section 3.3. In Section 4 we provide a result concerning the ability of “Dutch-like” imprecise previsions to preserve the weaker consistency property of 1-convexity. In this context, we also explore some properties of 1-convexity, including its close relationship with the notions of capacity and nivelloid.

2 Preliminaries

2.1 Precise and imprecise previsions

Let $D$ be an arbitrary (non-empty) set of bounded random variables (unbounded variables will not be considered in this paper). We shall use the term prevision to denote a mapping $P : D \to \mathbb{R}$ which is understood to be, unless otherwise stated, a coherent (precise) prevision in the sense of de Finetti [2]. As well known, this means that $P$ satisfies a certain no-arbitrage condition in an idealized betting scheme. For each $X \in D$, $P(X)$ “summarizes” $X$, also meaning that whenever an expectation $E(X)$ is given, $P(X) = E(X)$.

In many practical situations it may be more appropriate to assess an imprecise evaluation on each $X \in D$: a lower ($\underline{P}$) or an upper ($\overline{P}$) prevision. A precise prevision, coherent or not, corresponds to the special case $\overline{P}(X) = P(X), \forall X \in D$. The upper (lower) prevision $\overline{P}(X)$ ($\underline{P}(X)$) for $X$ has been given in [14] the meaning of infimum selling price (supremum buying price) for $X$; this interpretation is relevant also in relating imprecise previsions and risk measures [8]. Consistency requirements for imprecise previsions were proposed in [9, 14] by modifying de Finetti’s betting scheme. In all instances, it is sufficient to refer to either lower or upper previsions only (on $D$ or on $D^- = \{X : -X \in D\}$, respectively) because of the conjugacy equality

$$\overline{P}(X) = -(\underline{P}(-X)).$$

In particular, coherent lower previsions may be defined as follows [14]:

**Definition 1** $\underline{P}$ is a coherent lower prevision on $D$ iff for all $n \in \mathbb{N}^+$, $\forall X_0, \ldots, X_n \in D$, $\forall s_0, \ldots, s_n \geq 0$, defining $\underline{Q} = \sum_{i=1}^{n} s_i (X_i - \underline{P}(X_i)) - s_0 (X_0 - \underline{P}(X_0))$, it holds that $\sup \underline{Q} \geq 0$.

The weaker notion of lower prevision that avoids sure loss [14] may be regarded as a minimal consistency requirement. The concept of centered convex (or C-convex) lower prevision was introduced in [9], and is somewhat intermediate between those of lower prevision that is coherent and that avoids sure loss. The definition of the still weaker notion of convexity is obtained from Definition 1 by adding there the constraint $\sum_{i=1}^{n} s_i = s_0$.

**Definition 2** $\underline{P}$ is a convex lower prevision on $D$ iff for all $n \in \mathbb{N}^+$, $\forall X_0, \ldots, X_n \in D$, $\forall s_0, \ldots, s_n \geq 0$ such that $\sum_{i=1}^{n} s_i = s_0$, defining $\underline{Q} = \sum_{i=1}^{n} s_i (X_i - \underline{P}(X_i)) - s_0 (X_0 - \underline{P}(X_0))$, it holds that $\sup \underline{Q} \geq 0$.

A convex lower prevision such that $(0 \in D)$ and $\underline{P}(0) = 0$ is C-convex.

Recalling that, given an event $A$, its lower probability $\underline{P}(A)$ is interpreted as the lower prevision of the indicator function of $A$, the extra assumption $\underline{P}(0) = 0$ is quite natural: $\underline{P}(0)$ represents just the lower uncertainty evaluation we would assign to the impossible event $\emptyset$.

Referring to [2, 9, 14] for a detailed study of the notions presented in this subsection, we recall now some results for later use:

**Proposition 1** Let $\mu : D \to \mathbb{R}$.

a) Let $\mu$ be a prevision (alternatively, a coherent, convex or C-convex lower prevision). Whatever is $D' \supset D$, there exists an extension of $\mu$ on $D'$ which is a prevision (alternatively, which is a coherent, convex or C-convex lower prevision, respectively).

b) When $D$ is a linear space, $\mu$ is a coherent lower prevision on $D$ iff:

b1) $\mu(X) \geq \inf X, \forall X \in D$

b2) $\mu(\lambda X) = \lambda \mu(X), \forall X \in D, \lambda > 0$

b3) $\mu(X + Y) \geq \mu(X) + \mu(Y), \forall X, Y \in D$

c) When $D$ is a linear space containing real constants, $\mu$ is a convex lower prevision on $D$ iff:

c1) $\mu(X + k) = \mu(X) + k, \forall X \in D, \forall k \in \mathbb{R}$ (translation invariance)

c2) $\forall X, Y \in D$, if $X \leq Y$ then $\mu(X) \leq \mu(Y)$ (monotonicity)

c3) $\mu(\lambda X + (1 - \lambda)Y) \geq \lambda \mu(X) + (1 - \lambda)\mu(Y), \forall X, Y \in D, \forall \lambda \in [0, 1]$ (concavity)

d) If $\mu_1$ and $\mu_2$ are both coherent (alternatively, convex or C-convex) lower previsions then $\mu = \lambda \mu_1 + (1 - \lambda)\mu_2$, ...
\( \lambda \in [0, 1] \) is a coherent (alternatively, convex or C-convex) lower prevision.

It ensues from Proposition 1 that the conditions in c), in particular c1) and c2), are necessary for convexity of a lower prevision \( \mathcal{P} \) even when \( D \) is not a linear space but the relevant quantities are well-defined. In fact, if \( \mathcal{P} \) is convex it allows for a convex extension on a linear space \( \mathcal{L} \supset D \) where c1) and c2) must hold. Since coherence implies convexity, c1) and c2) hold for coherent lower previsions, and for previsions too. It can be shown that b1) (but generally not b2), nor b3)) holds for any C-convex \( \mathcal{P} \). Precise previsions are linear: \( P(X + Y) = P(X) + P(Y) \) whenever \( X, Y, X + Y \in D \). Using (1), the results of Proposition 1 can be easily restated in their specular version for upper previsions.

Coherent imprecise previsions are characterized as envelopes of (precise) previsions, by means of envelope theorems [14]. We recall the result for coherent upper previsions:

**Proposition 2** Let \( \mathcal{P} : D \to \mathbb{R}, \mathcal{M} = \{ P : P(X) \leq \mathcal{P}(X), \forall X \in D, P \text{ is a prevision on } D \} \). Then \( \mathcal{P} \) is a coherent upper prevision on \( D \) iff \( \mathcal{P}(X) = \max_{P \in \mathcal{M}}(P(X)), \forall X \in D \).

Generalizations of Proposition 2 characterize similarly convex and C-convex previsions [9].

### 2.2 Risk measures

The risk measure \( \rho(X) \) of a random variable \( X \) is a real number measuring how “risky” \( X \) is. Usually \( X \) is the future value, in some currency, of a financial asset and \( \rho(X) \) corresponds to the amount of money to be reserved to cover losses potentially arising from (negative values of) \( X \). When \( \rho(X) < 0 \), this means that we could add \( \rho(X) \) to \( X \), i.e., subtract \( |\rho(X)| \) from \( X \), keeping the resulting \( X - |\rho(X)| \) desirable (no reserving is believed to be necessary to cover risks from \( X - |\rho(X)| \)). A risk measure \( \rho \) on \( D \) is thus a real map \( \rho : D \to \mathbb{R} \). A risk measure is a relatively simple tool to take basic financial decisions, and this explains the popularity of such instruments in risk theory and practice. Hence risk measures have been extensively studied, but their relationship with other uncertainty theories was mostly overlooked. It was shown in [8] that the risk measure \( \rho(X) \) can be interpreted as an upper prevision for \( -X \), being the infimum price one would ask to shoulder \( X \), or to sell \( -X \). Because of this and (1), the following fundamental equality holds

\[
\rho(X) = \mathcal{P}(-X) = -\mathcal{P}(X) \quad (2)
\]

This equality lets us transfer results from risk measures to upper or lower previsions or vice versa. In Section 3 most statements are given for risk measures, but proven in their corresponding version for lower previsions, following the prevailing custom in the relevant literature. Given equation (2), the consistency notions of coherence, convexity and C-convexity are easily reworded for risk measures [8, 9]. Thus, for instance:

**Definition 3** \( \rho : D \to \mathbb{R} \) is a coherent risk measure on \( D \) iff \( \forall n \in \mathbb{N}^+, \forall X_0, \ldots, X_n \in D, \forall s_0, \ldots, s_n \geq 0 \), defining \( \rho_\Gamma = \sum_{i=1}^n s_i(X_i + \rho(X_i)) - s_0(X_0 + \rho(X_0)) \), it holds that \( \sup \rho_\Gamma \geq 0 \).

Definition 3 includes as a special case the notion of coherent risk measure defined in [1] through a set of axioms and assuming that the domain is a linear space. Analogously, the concept of convex risk measure [9], obtained adding condition \( \sum_{i=1}^n s_i = s_0 \) in Definition 3, generalizes to arbitrary domains a notion developed in [5] for linear spaces only. For an overview of the many interactions between imprecise previsions and risk measures, see [13].

### 3 Shortfall-based risk measures

Whatever the risk measure \( \rho \) is, it might be inadequate to fully cover losses. Suppose for instance we assess a priori \( \rho(X) = 5 \) while a posteriori \( X \) assumes the value \( -8 \): \( \rho \) covers only partly the loss arising from \( X \), since there remains a residual loss or shortfall of 3 in absolute value, after employing the reserve money of 5. If instead, a posteriori, \( X = -2 \), the protection ensured by \( \rho(X) = 5 \) is full and the shortfall assumes the value 0.

Formally, given a random variable \( X \) and a risk measure \( \rho(X) \), the shortfall of \( \rho(X) \) is the random variable \( \max(-\rho(X) - X, 0) \).

In the following we will use the shortened notation \( (Y)_+ \equiv \max(Y, 0) \) where \( Y \) is a random variable. Accordingly the shortfall will be denoted as \( (-\rho(X) - X)_+ \). We will also use the dual notation \( (Y)_- \equiv \min(Y, 0) \).

In this paper we focus on risk measures which take account of the shortfall arising from a previously assessed risk measure. More specifically, we shall generalize the family of Dutch risk measures.

#### 3.1 Dutch risk measures

Suppose a (precise) prevision \( P_0 \) is assessed on \( D \). We call Dutch risk measure the measure

\[
\rho_D(X) = P_0(-X) + cP_1[(P_0(X) - X)_+], c \in [0, 1] \quad (3)
\]

where \( P_1 \) is a prevision on a set \( D_1 \) such that (3) is well-defined (in particular the set \( D_1 \) must include the
random variables \((P_0(X) - X)_+, \forall X \in D\). Since \(P_0(X) - X = -P_0(-X) - X\), \((P_0(X) - X)_+\) is the shortfall arising from using the prevision \(P_0\) as a risk measure for \(X (\rho(X) = P_0(-X))\). It is intuitively clear that this choice for \(\rho\) is inadequate since a risk measure should be typically asymmetric, giving higher weight to lower values of \(X\). However, \(P_0\) can be taken as a basis for building a more appropriate risk measure. The new risk measure takes account of the former one through prevision \(P_1\), which evaluates the size of \(\rho\)'s shortfall. Thus \(P_1\) should typically be assessed independently of \(P_0\), at a later stage and on a possibly different domain \(D_1\). The measure \(\rho_D(X)\) is coherent: a direct proof may be found in [13]. An earlier version of (3), to be discussed in Section 3.3, appeared in [6] and later in [3, 7]. The measures discussed in these papers may be written as

\[
\rho'_D(X) = E(-X) + cE[(dE(X) - X)_+], c \in [0, 1], d > 0
\]

In (4), \(P_0\) and \(P_1\) are replaced by an expectation. It was shown in [3] that if \(c = d = 1\), \(\rho'_D\) is defined on a linear space, and the expectations are computed with respect to a common probability measure, then \(\rho'_D\) is coherent.

A distinguishing feature of (3) with respect to (4) is its emphasizing that the uncertainty evaluations \(P_0\) and \(P_1\) could be assessed independently, while this is not possible in (4) if the same underlying probability is used to compute all expectations. To highlight the relevance of this distinction, let us consider the following extreme example.

Example. Let \(D = \{X\}, X \leq 0\) and assign \(\rho(X) = P_0(-X) = P_0(X) = 0\). This is a coherent but highly unbalanced choice: no reserve money is required in a case where no gain is possible, whatever value \(X\) will have. Here \((P_0(X) - X)_+ = -X\), hence using (3) we may correct the evaluation if \(P_1((P_0(X) - X)_+) = P_1(-X) > 0\). However no correction is possible if we require that \(P_0 = P_1, D = D_1\), since then \(P_1(-X) = P_0(-X) = 0\).

3.2 Generalized Dutch risk measures

We introduce now a new family of risk measures, which generalizes the risk measures in (3) in a twofold way. First, a natural idea is to replace \(P_0(-X)\) with a risk measure \(\rho(X)\). Further, we might be unable to precisely evaluate the shortfall \((-\rho(X) - X)_+\), therefore \(P_1\) could be substituted by an imprecise evaluation: given that the new risk measure, say \(\rho_c(X)\), should be a prudential correction of \(\rho(X)\), an upper prevision \(\overline{\rho}\) seems more appropriate than a lower one. We therefore propose

\[
\rho_c(X) = \rho(X) + c\overline{\rho}((-\rho(X) - X)_+), c \in [0, 1]
\]

What are the consistency properties of \(\rho_c(X)\)? We shall now prove the following proposition.

**Proposition 3** Let \(\rho\) be a coherent risk measure on \(D\), \(\overline{\rho}\) a coherent upper prevision on a set \(D_U\) such that (5) is well-defined. Then \(\rho_c(X)\) as defined by (5) is a coherent risk measure on \(D\).

We shall prove Proposition 3 in its corresponding version for lower previsions which, using (2) and elementary properties of max and min, is stated as follows:

**Proposition 4** Let \(\underline{P}_1, \underline{P}_2\) be two coherent lower previsions on \(D_1\), \(D_2 \supset \{Y : Y = \min(X + h, k), X \in D_1, h, k \in \mathbb{R}\}\) respectively. Then

\[
\underline{P}^*(X) = \underline{P}_1(X) + c\underline{P}_2[(X - \underline{P}_1(X))_+], c \in [0, 1]
\]

is a coherent lower prevision on \(D_1\).

The proof relies on the following Lemma.

**Lemma 1** Given \(\underline{P}_1, \underline{P}_2\) as in Proposition 4,

\[
\underline{P}^*(X) = \underline{P}_1[\min(X, \underline{P}_2(X))]
\]

is a coherent lower prevision on \(D_1\).

**Proof.** By Proposition 1,a), there exist coherent lower previsions extending, respectively, \(\underline{P}_1\) and \(\underline{P}_2\) on some linear space \(\mathcal{L} \supset D_1 \cup D_2\). Using such extensions and (7), \(\underline{P}^*\) may be extended on \(\mathcal{L}\) too. Consider one such extension (also named \(\underline{P}^*\)): if it is coherent on \(\mathcal{L}\), its restriction on \(D_1\) (our starting \(\underline{P}^*\)) is coherent too.

Coherence of \(\underline{P}^*\) on \(\mathcal{L}\) may be proved by checking the axioms in Proposition 1,b). Recall for this (the extensions of \(\underline{P}_1\) and \(\underline{P}_2\), being coherent on \(\mathcal{L}\), satisfy all axioms listed in Proposition 1, b) and c).

To check b1) for \(\underline{P}^*\), we apply b1) to \(\underline{P}_1\), c2) to \(\underline{P}_2\) and property \(\underline{P}_2(k) = k, \forall k \in \mathbb{R}\) (14), sec. 2.6.1,(b)). Then

\[
\underline{P}^*(X) = \underline{P}_1[\min(X, \underline{P}_2(X))] \geq \underline{P}_2[\min(X, \inf X)] = \underline{P}_2(\inf X) = \inf X
\]

To check b2) for \(\underline{P}^*\), apply b2) to \(\underline{P}_1\), \(\underline{P}_2\): \(\underline{P}^*(\lambda X) = \underline{P}_1[\min(\lambda X, \underline{P}_2(\lambda X))] = \underline{P}_2[\lambda \min(X, \underline{P}_2(X))] = \lambda \underline{P}^*(X), \forall \lambda > 0\).

Finally we check b3) for \(\underline{P}^*\), using b3), c2) and property

\[
\min(a + b, c + d) \geq \min(a, c) + \min(b, d).
\]

Then,

\[
\underline{P}^*(X + Y) = \underline{P}_1[\min(X + Y, \underline{P}_2(X + Y))] \geq \underline{P}_2[\min(X + Y, \underline{P}_2(X) + \underline{P}_1(Y))] \geq \underline{P}_2[\min(X, \underline{P}_2(X))] + \underline{P}_1[\min(Y, \underline{P}_1(Y))] = \underline{P}^*(X) + \underline{P}^*(Y).
\]

**Proof of Proposition 4.** Using, at the second equality, c1) (with \(k = \underline{P}_1(X)\)) and property \(\min(f, 0) + k = \max(f, k)\).
min(f + k, k), we can write (6) as follows:
P_c(X) = (1 - c)P_c(X) + cP_c([X - P_c(X)]^+).

The result in Proposition 3 can be further generalized to the case of convex or C-convex \( \rho \) and \( \overline{\rho} \).

**Proposition 5** Let \( \rho \) be a convex risk measure on \( D \), \( \overline{\rho} \) a convex upper prevision on \( D_1 \). Then \( \rho_c(X) \) defined by (5) is a convex risk measure. If \( \rho \) and \( \overline{\rho} \) are C-convex, \( \rho_c(X) \) is C-convex too.

**Proof.** The proof resembles that of Proposition 3: we prove that if \( P_c \) and \( P_\overline{\rho} \) are convex \( P_c(X) \) in (6) is convex too, by preliminarily proving that \( P_c^*(X) \) in (7) is convex. Much like the proof of Lemma 1, we can check convexity of an extension of \( P_c^* \) on a linear space containing real constants \( C \supset D_1 \cup D_2 \). This is tantamount to verifying the axioms in Proposition 1,c for the extended \( P_c^* \).

As for c1), we get \( P_c^*(X + k) = P_c\big[\min(X + k, P_c(X) + k)\big] = P_c\big[\min(X, P_c(X) + k)\big] = P_c^*(X) + k \).

To prove c2), let \( X \leq Y \). Then \( P_c(X) \leq P_c(Y), \min(X, P_c(X)) \leq \min(Y, P_c(Y)) \) and c2) follows from monotonicity of \( P_c \), which implies \( P_c\big[\min(X, P_c(X))\big] \leq P_c\big[\min(Y, P_c(Y))\big] \).

To prove c3), apply: c3) itself, properties of \( \min \) (including (8)) and c2), getting: \( P_c^*(\lambda X + (1 - \lambda)Y) = P_c\big[\min(\lambda X + (1 - \lambda)Y, P_c((\lambda X + (1 - \lambda)Y))\big] \geq P_c\big[\min(\lambda X + (1 - \lambda)Y, P_c(X) + (1 - \lambda)P_c(Y))\big] \geq P_c\big[\lambda\min(X, P_c(X)) + (1 - \lambda)\min(Y, P_c(Y))\big] \geq \lambda P_c^*(X) + (1 - \lambda)P_c^*(Y). \)

Having thus established that \( P_c^* \) is convex, we write, as in the proof of Proposition 4,
P_c(X) = (1 - c)P_c(X) + cP_c^*(X). \tag{9}

We can do this because the only property of imprecise previsions exploited in the derivation of (9) is c1), which holds for convex lower previsions too. From (9), convexity of \( P_c \) is immediate using Proposition 1,d).

Finally, it is trivial to see that if \( P_c \) and \( P_\overline{\rho} \) are C-convex then \( P_c(0) = 0 \).

### 3.3 Implications for insurance pricing

From the preceding subsection we know that (5) can be employed to get a sort of “second-order” risk measure \( \rho_c(X) \) from a previously assessed \( \rho(X) \), taking account of the potential inadequacy of \( \rho(X) \) to cover residual losses. The measure \( \rho_c(X) \) is coherent, alternatively convex, if \( \rho(X) \) and \( \overline{\rho} \) are so. There may be many reasons for applying (5): for instance, the use of \( \rho(X) \) may be imposed by some regulatory authority but an agent may wish to consider a different, even more prudential measure for certain purposes. Or, conversely, it is the regulatory authority that computes \( \rho_c(X) \) on the basis of its own evaluation \( \overline{\rho} \) of the shortfall of the measure \( \rho \) adopted by the firm management. This situation is not uncommon, since the management may tend to reserve little money, favouring more profitable (and risky) investments.

To explore yet another interpretation of (5), recall that \( \rho(X) \) has the meaning of the infimum price an agent would ask to shoulder \( X \) [8], and suppose now \( X \leq 0 \). This is not unusual in insurance, where the insurer asks for a premium to run the risk of paying \( -X \geq 0 \). Here \( \rho(X) \) represents the premium and a rule for determining it is named premium principle. A common procedure to obtain a premium principle starts from a fair value for \( -X \) (i.e. an expectation or prevision \( P(-X) \)) and introduces a loading, often in a multiplicative form, getting in this case a final price \( \overline{\rho}(-X) = (1 + k)P(-X), k > 0 \). In [6], the term Dutch premium principle identifies a “double loading” rule, which in our setting can be written as:

\[
\rho_{DL} = (1 + k)E[-X,dX] + (1 + c)E[-X,dX] \tag{10}
\]

with \( k, c \geq 0 \).

The idea in (10) is that the risk ensuing from \( X \) is split between an insurer, which is liable until the threshold \( dX \), and a reinsurer liable for the residual risk, and both ask for their own loading to be payed by the insured. It is shown in [6] that requiring some reasonable properties reduces \( \rho_{DL} \) to \( \rho' \) with \( d = 1 \) in (4) and \( \rho = E(-X), k = 0 \) in (10).

The last constraint, \( k = 0 \), was interpreted in [6] as impossibility of double loading without violating a condition (no rip-off) corresponding to b1) in Proposition 1.

What does Equation (5) tell us about this problem? If \( \rho(X) \) is greater than the fair value \( P(-X) \) it incorporates a loading on \( X \). Then double loading is feasible while obtaining a final measure \( \rho_c(X) \) (a premium) which is either coherent or convex, under the assumptions of Propositions 3 or 5, respectively. That is, under these assumptions \( \rho_c(X) \) is guaranteed to keep adequate consistency properties and is a generalization of the Dutch risk measure. It is intuitively plausible that the condition for double loading, \( \rho(X) > P(-X) \), should hold. The argument may be made more precise when \( \rho \) is coherent. In fact, \( \rho(X) \) is an upper prevision for \(-X, \rho(X) = \overline{\rho}(-X) \). From Proposition 2 we know that \( \rho(X) \geq P(-X), \forall P \in \mathcal{M} \), where \( \mathcal{M} \) is naturally interpreted as a set containing the “true” (although possibly unknown) prevision \( P_0 \) for \(-X \). Thus typi-
ally $\rho(X) > P_0(-X)$.

Let us now consider the risk measure $\rho_d(X)$ in (4), with $d \neq 1$, which was also employed in some papers, including [7]. It is known that $\rho_d(X)$ satisfies the translation invariance property c1) in Proposition 1 if and only if $d = 1$ [6]. Therefore this measure does not meet the consistency requirement of convexity if $d \neq 1$. Further, its not following translation invariance prevents $\rho_d(X)$ (and potential analogous generalizations of (5) with $-d\rho(X)$ replacing $-\rho(X)$) from meeting even the much weaker (and in a sense minimal, since it generalizes properties of capacities) consistency notion of centered 1-convexity considered in the next section. Therefore, this kind of generalization does not seem adequate for risk measurement.

Finally, we note that putting $d = 1$ in (4) reduces the second expectation to $E[(E(X) - X)_+]$, which is also a (mild generalization of a) deviation measure, following [12]. The correspondence is not necessarily true for the more general term $D((\rho(X) - X)_+)$ in (5); for instance it does not hold when $D$ is C-convex.

### 4 1-convex and short-fall-dependant imprecise previsions

In the realm of imprecise previsions, the shortfall-dependant measures $\rho$, obtained by equation (5) correspond to the lower previsions $\underline{P}$, defined by equation (6). Thus equation (6) displays a method for getting a more prudential lower prevision $\underline{P}$ from and by means of a previously assessed $P_1$.

We might employ for instance (6) when $P_1$ is someone else’s prevision, considered not fully reliable by us.

The question we are concerned with in this section is: can Proposition 4 be generalized, meaning that asking $\underline{P}$, $\underline{P}$ to obey weaker consistency requirements than coherence (or convexity), $P$, satisfies the same consistency conditions? We shall see that the answer is affirmative for a rather mild consistency notion, namely (centered) 1-convexity.

**Definition 4** A map $\underline{P} : D \to \mathbb{R}$ is a 1-convex lower prevision on $D$ iff, $\forall X, Y \in D$

$$\sup[(X - \underline{P}(X)) - (Y - \underline{P}(Y))] \geq 0 \quad (11)$$

A 1-convex lower prevision is centered if $\{0 \in D$ and $\underline{P}(0) = 0$.}

We chose the wording “1-convex”, exhibiting some likeness with “1-coherence” in [14](Appendix B), because Definition 4 is actually obtained by imposing $n = 1$ in Definition 2 (putting $s_0 = s_1 = 1$ instead of $s_0 = s_1 = k > 0$ is immaterial for the condition $\sup G \geq 0$), i.e. it corresponds to checking convexity only when $n = 1$ (similarly, 1-coherence requires $n = 1$ in Definition 1, plus an extra condition not involved here).

There are other ways of expressing 1-convexity:

**Lemma 2** Given $\underline{P} : D \to \mathbb{R}$,

a) Condition (11) is equivalent to:

$$X \geq Y + c \Rightarrow \underline{P}(X) \geq \underline{P}(Y) + c, \forall X, Y \in D, \forall c \in \mathbb{R} \quad (12)$$

b) if $D$ is a linear space, condition (11) is equivalent to translation invariance plus monotonicity, i.e. axioms c1) and c2) in Proposition 1.

**Proof.** We prove a) (a proof of b) was given in [4]). Suppose (12) holds. Applying it to $X - \sup(X - Y) \leq Y$ we get $\underline{P}(X) - \sup(X - Y) \leq \underline{P}(Y)$, from which (11) follows.

Conversely, let $X \geq Y + c$, hence $-c + \underline{P}(Y) + \underline{P}(X) \geq Y - \underline{P}(Y) - (X - \underline{P}(X))$. Using also (11), $-c + \underline{P}(Y) + \underline{P}(X) \geq \sup[(Y - \underline{P}(Y)) - (X - \underline{P}(X))] \geq 0$, which implies (12).

Condition (12) is helpful in making a direct comparison between 1-convexity and coherence when $D$ is a convex cone. In fact, in this instance coherence of $P$ is equivalent to its jointly satisfying conditions b2), b3) (cf. Proposition 1, b)) and (12) (see [14], p.76).

A remarkable consequence of Lemma 2 is that:

**Proposition 6** Let $\underline{P}$ be a centered 1-convex lower prevision defined on the powerset $2^\Omega$ of a finite partition $\Omega$ of events. Then $\underline{P}$ is a capacity.

**Proof.** Since $\underline{P}$ is centered, $\underline{P}(0) = 0$. By putting $X = 1$ and $Y = 0$ (0, 1 are the indicators of $\emptyset, \Omega$) in Definition 4, we get easily $\underline{P}(1) \leq 1$, whilst the reverse inequality is established by interchanging $X$ and $Y$. Hence $\underline{P}(1) = 1$. Monotonicity is implied by Lemma 2,a), with $c = 0$.

Since the proof above is independent of the domain on which $\underline{P}$ is defined, any centered 1-convex $\underline{P}$ is normalized and monotone. It is however not necessarily lower or upper semicontinuous, thus being generally not a fuzzy measure when $\Omega$ is infinite.

Functionals defined from a linear space into the compact real line $\mathbb{R} = \mathbb{R} \cup \{-\infty, +\infty\}$ and for which translation invariance and monotonicity hold were termed niveloids in [4]. By Lemma 2,b) finite-valued niveloids are 1-convex previsions.

In order to generalize Proposition 4, we preliminary check whether the results needed for its proof hold for 1-convex previsions too.
It is easy to realize that:

**Lemma 3** If \( P_1, P_2 \) are 1-convex (or centered 1-convex) on \( D \), then so is \( P = \lambda P_1 + (1 - \lambda)P_2 \), \( \lambda \in [0, 1] \) (cf. Proposition 1,d)).

**Proof.** Condition (11) in Definition 4 is equivalent to \( P(X) - P(Y) \leq \sup(X - Y) \) and holds for \( P_1 \) and \( P_2 \). Then, since \( P(X) - P(Y) = \lambda(P(X) - P(Y)) + (1 - \lambda)(P(X) - P(Y)) \leq \lambda\sup(X - Y) + (1 - \lambda)\sup(X - Y) = \sup(X - Y) \), \( \forall X, Y \in D \), condition (11) holds also for \( P \). \( \square \)

The corresponding generalization of Proposition 1,a) is less immediate. We cannot simply apply an extension theorem for niveloids given in [4] to 1-convex lower previsions, because it does not guarantee that the extension is finite, as we need it to be. We proceed then by proving that there always exists a special extension, the 1-convex natural extension (the notion resembles that of natural extension in [14] or of convex natural extension in [9]):

**Definition 5** Given \( P : D \to \mathbb{R} \) and a linear space \( L \supset D \), define, for each \( Z \in \mathcal{L} \),

\[
L(Z) = \{ \alpha \in \mathbb{R} \mid Z - \alpha \geq X - P(X), \text{ for some } X \in D \},
\]

\( \overline{E}(Z) = \sup_{\alpha} L(Z) \) is the 1-convex natural extension of \( P \) on \( Z \) (\( \overline{E}(Z) = -\infty \) if \( L(Z) = \emptyset \)).

When \( P \) is 1-convex, it is easy to prove that the notion of 1-convex natural extension coincides with that of upper projection of a niveloid given in [4] and, therefore, \( E \) is a niveloid such that \( E(X) = P(X), \forall X \in D \). We prove that \( \overline{E}(Z) \in \mathbb{R} \quad \forall Z \in \mathcal{L} \), hence \( E \) is a 1-convex extension of \( P \) to \( \mathcal{L} \).

**Proposition 7** Given a 1-convex lower prevision \( P : D \to \mathbb{R} \), and a linear space \( L \supset D \), \( E(Z) \in \mathbb{R} \quad \forall Z \in \mathcal{L} \) and \( \overline{E} \) is a 1-convex extension of \( P \).

**Proof.** Let \( Z \in \mathcal{L} \), \( X \in D \) and \( \overline{\alpha} = \inf Z - \sup X + P(X) \). Hence, \( Z - \overline{\alpha} = \inf Z + \sup X - P(X) \geq X - P(X) \), which implies \( \overline{\alpha} \in L(Z) \) (hence \( L(Z) \) is non-empty) and \( \overline{E}(Z) \geq \inf Z - \sup X + P(X) > -\infty \). We show now that \( \overline{E}(Z) = +\infty \). As \( \alpha \in L(Z) \), there exist \( X \in D \) such that \( Z - \alpha \geq X - P(X) \). Therefore, for any \( Y \in D \), \( \sup Z - \alpha \geq \sup X - P(X) = \sup(X - \inf Y) - P(X) + \inf Y \geq \sup(X - Y) - P(X) + \inf Y \geq P(X) - P(Y) + P(X) + P(X) + P(X) = \sup(X - Y) - P(Y) \), where (11) is employed in the last inequality. It follows \( E(Z) \leq \sup Z + P(Y) - \inf Y < +\infty \). Since \( E \) is a niveloid coinciding with \( P \) on \( D \) and \( E(Z) \in \mathbb{R} \quad \forall Z \in \mathcal{L} \), \( \overline{E} \) is a 1-convex extension of \( P \) to \( \mathcal{L} \). \( \square \)

We can now prove the final result of the section.

**Proposition 8** Let \( P_1, P_2 \) be two 1-convex lower previsions on \( D_1, D_2 \supset \{ Y : Y = \min(X + h, k), X \in D_1, h, k \in \mathbb{R} \} \) respectively.

Then \( P(X) = P_1(X) + \alpha P_2[(X - P_1(X)) -], \alpha \in [0, 1] \) is a 1-convex lower prevision on \( D_1 \). If \( P_1 \) and \( P_2 \) are centered, then so is \( P \).

**Proof.** We can follow the guidelines of the proof of Proposition 5. Observe first that we can always suppose that the relevant 1-convex lower previsions are defined and 1-convex on a linear space \( \mathcal{L} \) by extending them to \( \mathcal{L} \), if necessary. By Proposition 7, there exists a 1-convex extension to \( \mathcal{L} \) of a 1-convex lower prevision. Thus \( P^*(X) \) in equation (7) may be defined on \( \mathcal{L} \) with \( P_1, P_2 \) 1-convex on \( \mathcal{L} \). Then \( P^*(X) \) is 1-convex by Lemma 2,b), because it satisfies c1) and c2) (a proof for this fact is already contained in the proof of Proposition 5). We note then that \( P(X) \) can be decomposed as in (9) when \( P_1 \) and \( P_2 \) are 1-convex. Hence \( P \) is 1-convex by Lemma 3. Finally, if \( P_1(0) = P_2(0) = 0 \) then also \( P^*(0) = P^*(0) = 0 \). \( \square \)

### 5 Conclusions

Resorting to the theory of imprecise previsions, we have generalized a method, originally devised in an insurance pricing framework, for obtaining a second-choice uncertainty measure on the basis of the potential inadequacy of a formerly defined measure.

In particular, as shown in Section 3.1, it is possible (and convenient) to assess independently the initial measure and the measure of its shortfall, which jointly determine the final measure through equation (5).

As a further advantage, the resulting measure conforms to the well established consistency notions of coherence or (centered) convexity, provided that the other measures in the procedure comply with the same (or more stringent) requirements.

As a practical application in the framework of insurance pricing, this approach provides a formal support to the policy of double loading, while ensuring the desirable properties guaranteed by the various consistency notions.

The choice of the consistency criterion to be employed may depend on many factors. Undoubtedly coherence seems preferable [1, 14], but arguments in favour of convexity or centered convexity were also brought forth [5, 9]. 1-convexity is probably too weak for risk measurement, but could be useful for other kinds of applications in the realm of imprecise previsions. It is anyway interesting to notice that the method summarized by (5) can be applied as far as to consider 1-convexity. The generalization of (5) in Proposition 8 seems the largest operationally relevant: 1-convexity is a really minimal consistency requirement, as can be seen from the displayed comparisons with the concepts
of capacity and niveloid.

Further extensions of this work should therefore address different questions. An appealing and largely unexplored area is that of investigating shortfall-based conditional risk measures (and previsions). Here the set $D$ should be made of conditional random variables like $X|B$, where $B$ is a non-impossible event and the conditioning events for the variables in $D$ are generally different. Notions of coherence and C-convexity with related fundamental properties are available in such a framework [10, 11, 14], and equation (2) easily generalises to $\rho(X|B) = P(-X|B) = -P(X|B)$. The point is how should equation (5) be generalised to guarantee some properties that are similar to those of Propositions 4 and 5. An immediate difficulty is that the proof of these propositions relies on Proposition 1 d), which is known to admit no analogue in the conditional environment.
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Abstract

We study the notion of conditional relative importance in a quantitative framework. This is an important notion in the context of the Choquet integral since this latter is usually motivated by this decisional behavior. A systematic investigation on generalizations of the Choquet integral is performed. The determination of the utility function is central in this analysis.
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1 Introduction

In Multiple Criteria Decision Aiding (MCDA), it is very seldom that an option dominates the other ones over all or most of the decision criteria. The selection of the best option is often performed by prioritizing the criteria. However, the semantics of the prioritization depend on the framework that is considered. We are interested here in options that are a good compromise between the criteria. More precisely, we look for compensation between criteria, i.e. that well-satisfied criteria can compensate ill-satisfied ones. It is well-known that quantitative Multi-Attribute Utility Theory (MAUT) [11] models such as weighted sums are the best suited for representing compensation. The prioritization of the criteria is then performed, based on the notion of “relative importance” of one or several criteria compared to other ones.

Yet, simple models such as the weighted sum are not always sufficient. The decision model has indeed to be rich enough to model the decisional behaviors of the decision maker. This view tends to imply the use of very elaborate models. Two trends have been recently observed. Linear aggregation functions are often not satisfactory, in particular due to the existence of interaction between criteria. Veto or favor are examples of extreme interaction. This has lead to the introduction of the Choquet integral as an aggregation function in MCDA. Another complexity is the possible existence of a special element on the scale, called neutral element, such that the decision behaviors are quite different for values above or below this element. Bipolar aggregation functions must then be used in such situations.

Bi-capacities have been introduced in MCDA for taking into account both interaction between criteria and bipolarity. More generally, bi-capacities are supposed to represent bipolar decision strategies, i.e. decision strategies which are not the same when the value of an attribute is above or below the neutral element.

We investigate in this paper two particular decision behaviors: bipolar conditional relative importance, and bipolar veto. Such strategies are very interesting for two reasons. The first one is that these behaviors are usually easier to obtain from a decision maker than quantitative preferential information. In some cases, the decision maker can naturally express statements of this kind. The second one is that we want to make an in-depth analysis of bipolar conditional relative importance and investigate its close link with interaction between criteria.

The two decision strategies that are considered here are described in Section 2 and motivated by examples. The qualitative and quantitative notion of independence and conditional relative importance are given in Section 3. The definition of bipolarity and of the Choquet integral is recalled in Section 4. The representation of the first bipolar behavior, which is conditional relative importance, is investigated in Section 5. A general analysis of this behavior under piecewise linear aggregation is performed. We present a general framework for the construction of utility functions. It is shown that the bipolar conditional relative importance cannot be strictly satisfied by any piecewise linear aggregation function. However, by relaxing this decision behavior, the non-representation result disap-
pears. It turns out that the Choquet integral w.r.t. a bi-capacity can represent that relaxed decision behavior, whereas the Choquet integral w.r.t. a usual capacity cannot. Finally, Section 6 presents an analysis of the bipolar veto decision behavior.

2 Two examples of decision strategies

2.1 Bipolar conditional relative importance

Consider the situation of financial analysts in a bank that would like to decide on customers credit granting. Three factors have been retained: the debt ratio (denoted by $D$) given in %, an indicator $P$ reflecting the behavior of the customer in the past (for instance the number of late payments) and the capital contribution ratio (denoted by $C$) given in %. The main factor (i.e. the most important one) is the debt ratio $D$. However, the preference of the analysts over $P$ and $C$ is not so simple. For a customer that has an attractive debt ratio, the contribution rate is not so important so that $P$ is more important than $C$. On the other hand, for a customer that has a bad debt ratio, there is relative substitutability between $D$ and $P$ so that the analysts hopes at least that the contribution ratio is good. Hence, $C$ becomes more important than $P$.

Let us give another example. Consider the director of a university that decides on students who are applying for graduate studies in Economics on the basis of an assessment of their skills in Mathematics (M), Statistics (S) and Languages (L). The director feels that Mathematics is the most important criteria. However, his preference over S and L is not that simple. There is a relative substitutability between M and S. Hence, for an applicant good in Mathematics, the director prefers if he is furthermore good in L than if he is also good in S, so that L is more important than S in this case. On the contrary, for candidates bad in Mathematics, the director hopes they are at least good in S since the director basically looks for applicants with strong scientific background. Hence, S becomes more important than L.

The previous two examples exhibit the same decisional pattern, in which the relative importance of one attribute $k^+$ compared to another one $k^-$ may depend on the value of a third attribute $k$ being good or bad. This type of behavior is called “conditional relative importance”. One can express the statement of this behavior as follows.

(S1): If the value w.r.t. criterion $k$ is very well-satisfied, then criterion $k^+$ is more important than criterion $k^-$. If the value w.r.t. criterion $k$ is very ill-satisfied, then criterion $k^+$ is less important than criterion $k^-$. Such statements are often intuitive for actors. The Choquet integral has been shown to represent this type of statement [7]. The relative importance of criteria $k^+$ and $k^-$ is specified in statement (S1) only for the two extreme levels of performance (very good and very bad respectively) on criterion $k$. One wonders what happens for intermediate values on criterion $k$. One should whenever possible specify the preferences between criteria $k^+$ and $k^-$ for all values of criterion $k$. A generalization of statement (S1) is the following one:

(S2): If value w.r.t. criterion $k$ is “well-satisfied”, then criterion $k^+$ is more important than criterion $k^-$. If value w.r.t. criterion $k$ is “ill-satisfied”, then criterion $k^+$ is less important than criterion $k^-$. In the previous statement, the values judged as well-satisfied and ill-satisfied are supposed to form a partition of the scale. There thus exists on attribute $k$ a particular element called “neutral element” such that better elements are considered as well-satisfied and worse elements are considered as ill-satisfied for the actor. Hence, the scale underlying the criterion $k$ is of bipolar nature. The classical Choquet integral fails to represent (S2) [8, 14].

2.2 Bipolar veto

The engineering of complex systems is a difficult task since all components of the system interact together in a hard-to-predict way. An analysis of each component separately is not enough. There are many consequences that have to be analyzed when considering a system as a whole. Some of these aspects concern the measure of the performance on the system. This often requires large simulations run on several scenarios. The indicators on which the analysis of the results of the simulations is performed are called metrics. They correspond to the so-called functional criteria. On the other hand, there are also non-functional criteria, i.e. criteria that can be assessed without the use of these simulators. One can mention for instance, acquisition and possession costs, and the technical readiness levels of the components of the system.

The functional criteria often correspond to fuzzy requirements given by the customer. Hence, if the functional criteria are ill-satisfied, then the customer will be ill-satisfied whatever the value on the non-functional attributes. This means that the functional criteria behaves like a veto. Now, when the functional criteria are well-satisfied, the customer now seeks for
systems that also have good figures in non-functional parts. Hence there is compensation between the functional and the non-functional criteria. Assuming that the functional criteria have been gathered in one attribute denoted by $x_F$, and that all non-functional criteria have been gathered in one attribute $x_{NF}$, we obtain the following rule.

(R1): If the value w.r.t. criterion $k_F$ is “ill-satisfied”, then criterion $k_F$ is a veto. If the value w.r.t. criterion $k_F$ is “well-satisfied”, then criterion $k_{NF}$ can compensate $k_F$.

3 Representation of the preferences

3.1 Construction of the preferences on each attribute

Consider a problem of selecting one option among several, where each option is described by several attributes. $N = \{1, \ldots, n\}$ is the set of attributes and the set of possible values of attribute $i \in N$ is denoted by $X_i$. Options are thus elements of the product set $X := X_1 \times \cdots \times X_n$. The preferences of the DM over the options can be described by a preference relation $\succeq$ over $X$. For $x, y \in X$, $x \succeq y$ means that $x$ is at least as good as $y$ according to the DM.

Considering two acts $x, y \in X$ and $S \subseteq N$, we use the notation $(x_{S}, y_{-S})$ to denote the compound act $w \in X$ such that $w_i = x_i$ if $i \in S$ and $y_i$ otherwise. Likewise, options $(x_{S}, y_{T}, z_{-ST})$ denotes the compound act $w \in X$ such that $w_i = x_i$ if $i \in S$, $w_i = y_i$ if $i \in T$, and $w_i = z_i$ otherwise.

Representing $\succeq$ by a numerical or graphical model demands to address two issues: the preferences over each attribute and the aggregation of these preferences. Speaking of a preference relation focusing only on one attribute implies that the other attributes could have been removed. The existence of a preference relation on each attribute classically relies on weak separability.

### Definition 1

A relation $\succeq$ is said to be weakly separable if for every $i \in N$, and for all $x_i, x'_i \in X_i$, $y_{N \setminus \{i\}}, y'_{N \setminus \{i\}} \in X_{N \setminus \{i\}}$,

$$ (x_i, y_{-i}) \succeq (x'_i, y'_{-i}) \iff (x_i, y_{L_{-i}}) \succeq (x'_i, y'_{L_{-i}}). $$

Then, for $i \in N$, the marginal preference relation $\succeq_i$ on attribute $i$ is defined on $X_i$ as follows

$$ x_i \succeq_i y_i \iff \forall z_{N \setminus \{i\}} \in X_{N \setminus \{i\}}, (x_i, z_{-i}) \succeq (y_i, z_{-i}). $$

This property can be interpreted as a weak independence between attributes. This assumption is essential for quantitative models based on an overall utility function. From [12], $\succeq$ can be represented by functions $u_i : X_i \rightarrow \mathbb{R}$ and $F : \mathbb{R}^n \rightarrow \mathbb{R}$:

$$ x \succeq y \iff U(x) \geq U(y) \quad (1) $$

where

$$ U(x) = F(u_1(x_1), \ldots, u_n(x_n)) \quad (2) $$

iff $\succeq$ is a weak order, is weakly separable and satisfies a technical topological assumption.

There are representations in which the weak-separability assumption is relaxed. Weak separability implies that the elements of an attribute can be ranked independently of the values w.r.t. the other attributes. One can indeed say that $x_i \in X_i$ is preferred to $x'_i \in X_i$ “everything else being equal” (or “Ceteris Paribus”), that is if $(x_i, y_{-i}) \succeq (x'_i, y_{-i})$ for any $y_{N \setminus \{i\}} \in X_{N \setminus \{i\}}$. However, it may happen that the partial preferences over an attribute $i \in N$ are conditional on the value of some other attributes. This leads to generalizing Definition 1, yielding the notion of partial preferential independence.

### Definition 2

Let $S \subseteq N$. Attribute $i \subseteq N$ is said to be conditionally preferentially independent of $N \setminus (S \cup \{i\})$ for $S$ if for all $x_i, x'_i \in X_i$, $y_{N \setminus (S \cup \{i\})}, y'_{N \setminus (S \cup \{i\})} \in X_{N \setminus (S \cup \{i\})}$ and $z_S \in X_S$,

$$ (x_i, z_S, y_{-(S \cup \{i\})}) \succeq (x'_i, z_S, y_{-(S \cup \{i\})}) \iff (x_i, z_S, y'_{-(S \cup \{i\})}) \succeq (x'_i, z_S, y'_{-(S \cup \{i\})}). $$

Given an attribute $i$, we denoted by $Pa(i) \subseteq N \setminus \{i\}$ the attributes under which the partial preferences over an attribute $i \in N$ depend. We note $\succeq_{i \setminus Pa(i)}$ on $X_i$ as follows

$$ x_i \succeq_{i \setminus Pa(i)} y_i \iff \forall t_{N \setminus (Pa(i) \cup \{i\})} \in X_{N \setminus (Pa(i) \cup \{i\})}, (x_i, z_{Pa(i)}, t_{-(Pa(i) \cup \{i\})}) \succeq (y_i, z_{Pa(i)}, t_{-(Pa(i) \cup \{i\})}). $$

A Conditional Preference network (CP-net in short) is a network of conditional preferences on the attributes. It is defined as follows [1].

### Definition 3

A CP-net over attributes $N$ is a directed graph $G$ over $N$ whose nodes are annotated with conditional preference tables. For a node $i \in N$, $Pa(i)$ is the set of all antecedents of $i$ in the graph. The conditional preference table for $i$ is composed of the conditional preferences $\succeq_{i \setminus Pa(i)}$ over $X_i$ for all $z_{Pa(i)} \in X_{Pa(i)}$.

This defines a qualitative representation of $\succeq$ that is compact.
3.2 Aggregation of the preferences on each attribute

From a knowledge of only the preferences with respect to each attribute separately, one is interested in all the preference relation compatible with this a priori information. If \( \succeq \) is assumed to satisfy weak separability, the least specific preference relation compatible with \( \succeq_i \) is the Pareto ordering relation

\[
x \succeq_{\text{Pareto}} y \iff \forall i \in N , \ x_i \geq y_i.
\]

Most of the interesting couples of options of \( X \) are incomparable according to the ordering. In CP-nets, one looks for the preference relations that are compatible with a given CP-net. Depending on the graph structure, usually there are also many couples of options that are incomparable.

In order to reduce the number of incomparabilities in the preference relation, information on how to combine several attributes together must be added. Looking at Definition 2, one sees that it is not sure that an actor can compare two options that are not equal on all attributes except one. This is quite restrictive. This is why CP-nets have been extended to allow more general preference representations than conditionally preferential independence. The extension is called Tradeoff CP-nets (TCP-nets in short) [3]. The notion of qualitative importance between two attributes is introduced in this formalism. Attribute \( i \in N \) is said to be more important than attribute \( j \in N \) (we note \( i \triangleleft j \)) iff

\[
\forall x_i, y_i \in X_i , \forall z_j, t_j \in X_j \text{ with } x_i \succeq_i w_{X_i \setminus \{i\}} y_i , \quad (x_i, z_j, w_{X_i \setminus \{i\}}) \succeq (y_i, t_j, w_{X_i \setminus \{i\}}).
\]

In other words, when \( i \) is more important than \( j \), this implies that, for two options differing only on attributes \( i \) and \( j \), one prefers the options that has the preferred value on attribute \( i \) whatever the value on attribute \( j \).

An attribute can be more important than another one, depending from the value w.r.t. some other attributes. This leads to the notion of conditional relative importance between attributes. Attribute \( i \in N \) is said to be more important than attribute \( j \in N \) given \( v_S \in X_S \) (we note \( i \triangleright_S j \)), with \( S \cap \{i, j\} = \emptyset \), iff

\[
\forall x_i, y_i \in X_i , \forall z_j, t_j \in X_j \text{ with } x_i \succeq_i (w_{X_i \setminus \{i\}}) y_i , \quad (x_i, z_j, v_S, w_{X_i \setminus \{i\}}) \succeq (y_i, t_j, v_S, w_{X_i \setminus \{i\}}).
\]

One can have for instance \( i \triangleright_S j \) for some \( v_S \in X_S \) and \( j \triangleright_S i \) for some other \( v'_S \in X_S \).

There is no compensation in the previous qualitative notion of relative importance. For instance, if \( 1 \triangleright 2 \triangleright \cdots \triangleright n \), then \( \succeq \) is the lexicographic ordering. In a quantitative setting, the relative importance of a criterion in an aggregation function \( F \) is clearly defined when \( F \) is a weighted sum \( F(s_1, \ldots, s_n) = \sum_{k=1}^{n} w_k s_k \), where all weights \( w_k \) are non-negative and they sum up to one. The importance of criterion \( k \) is then its associated weight \( w_k \). More generally, if \( F \) is continuous piecewise linear, then there exists a partition of \( \mathbb{R}^n \) such that \( F \) is a weighted sum on each domain of the partition. The importance of a criterion is thus defined in each domain as its relative weight. Since any smooth function can be approximated by continuous piecewise linear functions, this leads to defining the importance of criterion \( k \) at point \( s \in \mathbb{R}^n \) as the partial derivative \( \phi_k(s) \) (since the weight of criterion \( k \) in the continuous piecewise linear approximation converges to \( \phi_k(s) \) when the size of the mesh describing the approximation tends to zero). Yet, this interpretation is not so simple for an actor.

So, we will stick to continuous piecewise linear aggregation functions so that the notion of relative importance clearly makes sense to the DM. He can indeed elicit a statement such as \( (S2) \) only if the notion of relative importance is clear to him. From a measurement standpoint [12], piecewise linearity is derived from the property of invariance to linear changes of the scales [14]. The weight of criterion \( l \) at point \( s \in \Omega \) is denoted by \( w_l(s) \):

\[
F(s) = \sum_{i \in N} w_i(s) s_i,
\]

where \( w_i(s) \) is piecewise constant. These weights are said to be normalized if, for any \( s \), they are non-negative and sum up to one.

A piecewise linear function \( F \) is characterized by a partition \( \Phi(F) \) of \( \mathbb{R}^n \) on which \( F \) is a weighted sum on each element of the partition. Hence

\[
\Phi(F) = \{ \Phi_F^1, \ldots, \Phi_F^\phi(F) \}
\]

where for all \( l \in \{1, \ldots, \phi(F)\} \), there exists normalized weights \( w^\phi_F^1, \ldots, w^\phi_F^\phi \) such that one has, for all \( s \in \Phi_F^l \),

\[
F(s) = \sum_{k \in N} w^\phi_F^k s_k.
\]

The partition is unique if each subset \( \Phi_F^l \) is connected and

\[
\Phi_F^l \cap \Phi_F^l \neq \emptyset \implies \exists k \in N , \ w^\phi_F^k \neq w^\phi_F^k.
\]

Criterion \( i \) is said to be more important than \( j \) relatively to point \( v \in \mathbb{R}^n \) if

\[
w^\phi_F^i v > w^\phi_F^j v
\]

where \( v \in \Phi_F^l \).
4 Bipolarity and Choquet integral

In this paper, we are interested in the quantitative model (1). The notion of relative importance in quantitative models implies that the attributes must be made comparable. Let us consider indeed the following relation

\[(x_i, y_j', z_{-(i,j)}) \sim (x_i', y_j, z_{-(i,j)})\]

where \(x_i \neq x_i'\) and \(y_j \neq y_j'\). The previous relation expresses that the change from \(x_i\) to \(x_i'\) on attribute \(i\) is similar to the change from \(y_j\) to \(y_j'\) on attribute \(j\). In order to be able to say that the criteria \(i\) and \(j\) have the same importance, the change from \(x_i\) to \(x_i'\) on attribute \(i\) shall represent the same difference of satisfaction as the change from \(y_j\) to \(y_j'\) on attribute \(j\). In other word, one can define the notion of importance of criteria only once the attributes have been made commensurable.

Since the aggregation functions we use are based on sums, the utility functions must be constructed as interval scales [12].

4.1 Bipolar and unipolar scales

It may exists in \(X_k\) a particular element or level \(0_k\), called neutral level, such that if \(x_k \succ_k 0_k\), then \(x_k\) is considered as “good”, while if \(x_k \prec_k 0_k\), then \(x_k\) is considered as “bad” for the actor.

Such a neutral level exists whenever relation \(\succeq_k\) corresponds to two opposite notions of common language. For example, this is the case when \(\succeq_k\) means “more attractive than”, “better than”, etc., whose pairs of opposite notions are respectively “attractiveness/repulsiveness”, and “good/bad”. By contrast, relations “more satisfactory than”, “more allowed than”, “belonging more to category \(C\) than” do not clearly exhibit a neutral level.

A scale is said to be bipolar if \(X_k\) contains such a neutral level. A unipolar scale has no neutral level. As an example, preference statement (S2) implies that criterion \(i\) is of bipolar nature.

4.2 Aggregation of unipolar scales

A capacity [4], also called fuzzy measure, is a set function \(\nu : 2^N \rightarrow \mathbb{R}\) satisfying \(\nu(\emptyset) = 0\), \(\nu(N) = 1\), and \(A \subseteq B\) implies \(\nu(A) \leq \nu(B)\). In MCDA, \(\nu(A)\) is interpreted as the overall assessment of the binary act \((1_A, 0_{-A})\).

The Choquet integral [4] defined w.r.t. a capacity \(\nu\) has the following expression:

\[\mathcal{C}_\nu(s_1, \ldots, s_n) = s_{\pi(1)}\nu(N) + \sum_{i=2}^{n} (s_{\pi(i)} - s_{\pi(i-1)}) \nu(A_{\pi(i)})\]

where \(s_{\pi(1)} \leq s_{\pi(2)} \leq \cdots \leq s_{\pi(n)}\), \(A_{\pi(i)} = \{\pi(i), \ldots, \pi(n)\}\) and \(s_1, \ldots, s_n \in \mathbb{R}_+.\) We also have

\[\mathcal{C}_\nu(s) = \sum_{i=1}^{n} s_{\pi(i)} [\nu(A_{\pi(i)}) - \nu(A_{\pi(i)+1})] .\]

Clearly, the Choquet integral w.r.t. a capacity is continuous piecewise linear. Moreover, one has

\[\Phi(\mathcal{C}_\nu) = \{\Omega_\pi, \pi\ \text{permutation on} \ N\}\]

where \(\Omega_\pi = \{s \in \mathbb{R}^n, s_{\pi(1)} \leq s_{\pi(2)} \leq \cdots \leq s_{\pi(n)}\}\).

4.3 Aggregation on bipolar scales

The Choquet integral has a natural extension to bipolar scales. The limitation of the Choquet integral w.r.t. capacities is that the overall evaluation at any point is computed from information coming only from the attractive part (i.e. the parameters of the capacity correspond to the overall assessment of the positive binary acts \((1_A, 0_{-A})\)). Hence, the notion of capacity is not suited to deal with real bipolar scales. The idea is thus to generalize the notion of capacity. Let

\[Q(N) = \{(A, B) \in \mathcal{P}(N) \times \mathcal{P}(N) \mid A \cap B = \emptyset\} .\]

A bi-capacity \([8, 14]\) is a function \(\mu : Q(N) \rightarrow \mathbb{R}\) satisfying \(\mu(\emptyset, \emptyset) = 0\), \(\mu(N, \emptyset) = 1\), \(\mu(\emptyset, N) = -1\), \(A \subseteq A'\) implies \(\mu(A, B) \preceq \mu(A', B)\), and \(B \subseteq B'\) implies \(\mu(A, B) \preceq \mu(A, B')\). The last two properties depict increasing monotonicity. In MCDA, \(\mu(A, B)\) is interpreted as the overall assessment of the ternary act \((1_A, -1_B, 0_{-A\cup B})\).

The Choquet integral w.r.t. a bi-capacity \(\mu\) proposed in [8] is now given. For any \(A \subseteq N\), \(s \in \Sigma_A\),

\[\mathcal{B}\mathcal{C}_\mu(s) := \mathcal{C}_\nu(s_A, -s_{-A}) = \mathcal{C}_\nu(\{s\})\]

where \(\nu(C) := \mu(C \cap A, C \setminus A)\) and \(\Sigma_A := \{s \in \mathbb{R}^n, s_A \geq 0, s_{-A} < 0\}\). Let \(\tau\) be a permutation such that \(|s_{\tau(1)}| \leq \cdots \leq |s_{\tau(n)}|\), and

\[A^+_{\tau(i)} = \{\tau(i), \ldots, \tau(n)\} \cap A\]

\[= \{\tau(j) \mid j \geq i \text{ and } s_{\tau(j)} \geq 0\}\]

\[A^-_{\tau(i)} = \{\tau(i), \ldots, \tau(n)\} \cap (N \setminus A)\]

\[= \{\tau(j) \mid j \geq i \text{ and } s_{\tau(j)} < 0\}\]
Then one can write
\[ BC_{\mu}(s) = \sum_{i=1}^{n} |s(\tau(i))| \left[ \mu(A^+(\tau(i)), A^-(\tau(i))) - \mu(A^+(\tau(i+1)), A^-(\tau(i+1))) \right] \]  
(5)

Clearly, the Choquet integral w.r.t. a bi-capacity is continuous piecewise linear. Moreover, one has
\[ \Phi(BC_{\mu}) = \{ \Omega_{A,\tau} \mid A \subseteq N \text{ and } \tau \text{ permutation on } N \} \]
where \( \Omega_{A,\tau} = \{ s \in \Sigma_A \mid |s(\tau(1))| \leq \ldots \leq |s(\tau(n))| \} \).

\section{Representation of Statement (S2) by an aggregation function}

\subsection{Construction of the utility functions}

As we have seen in Section 4.1, statement (S2) clearly exhibits a bipolar behavior on criterion \( k \). Due to commensurateness between the criteria, all criteria are considered as bipolar. Statement (S2) shows that there are interaction between criteria in preference relation over options. The construction of the utility functions \( u_i \) is thus more complex than for the case where all criteria are independent (see for instance the utility independence assumption \([11]\)). Utility functions \( u_i \) have a priori no intrinsic meaning, and only make sense through the overall utility \( U \) thanks to (2). When all criteria are independent, \( U(x_i, z_{-i}) = F(u_i(x_i), u_{-i}(z_{-i})) \) and \( u_i(x_i) \) are two equivalent interval scales for any \( z_{-i} \in X_{-i} \) fixed. This relation gives a sense to \( u_i \). In this relation, the presence of \( z_{-i} \) is not essential so that \( u_i \) can be considered as a utility representation of a preference relation over attribute \( X_i \) all else being equal (i.e. the value w.r.t. the other attributes being fixed to any value). The utility functions can thus be considered and constructed separately.

When there are some interactions among criteria, the “all else being equal” assumption does not hold anymore. The choice of the reference \( z_{-i} \) from which the utility function is constructed becomes essential. For a given \( z_{-i} \), if the following assumption
\[ \exists l \in \{1, \ldots, \phi(F)\}, \forall x_i \in X_i \]
\[ (u_i(x_i), u_{-i}(z_{-i})) \in \Phi^{l}_{F} \]  
(6)
holds then the utility function \( u_i \) can be constructed as for the weighted sum since the options used in the construction of \( u_i \) remain in the same domain \( \Phi^{l}_{F} \) of linearity of \( F \). Hence \( F \) does not alter the perception of \( u_i \) through \( U(x_i, z_{-i}) \). For instance, if \( F \) is a Choquet integral w.r.t. a capacity, \( z_{-i} \) is considered at either the lowest or the highest satisfaction level on each attribute \( l \neq i \) \([13]\). These two extreme values correspond to two reference levels. If \( F \) is a Choquet integral w.r.t. a bi-capacity, the attractive and repulsive parts of \( u_i \) must necessarily be constructed separately in order to have (6) (see the end of Section 4.3). The neutral level becomes an essential point in the construction of utility functions. Apart from the neutral level, one reference level is required on the attractive part and the repulsive one in order to normalize the scale. Hence three reference levels are necessary \([14]\).

The actor is first asked to identify on each attribute \( X_i \) a neutral element \( 0_i \), that is considered as neither good nor bad \([16]\). Since statement (S2) clearly relies on the existence of such level on attribute \( k \), one can assume that the actor who provides (S2) can identify the value of \( 0_k \). We assume here that this neutral element can also be identified on the other attributes. It is assumed furthermore that there exists an element denoted by \( 1_l \), that is considered as good and completely satisfactory, even if more attractive elements could exist on this point of view \([13]\). The existence of such reference level comes from the theory of satisficing bounded rationality \([17]\). We assume finally that there exists an element denoted by \( -1_l \), that is considered as bad and unsatisfactory. Element \( -1_l \) is somehow symmetric to \( 1_l \). More precisely, \( -1_l \) corresponds to the same level of appreciation in the repulsive scale than \( 1_l \) in the attractive scale. All levels have the same absolute meaning throughout the criteria, so we impose:
\[ u_i(-1_l) = \cdots = u_n(-1_n) = -1 \]
\[ u_i(0_l) = \cdots = u_n(0_n) = 0 \]
\[ u_i(1_l) = \cdots = u_n(1_n) = 1 \]
Since the attractive and repulsive values refer to different affect stimuli \([18]\), it may be more appropriate to construct separately the positive and the negative parts of the partial utility functions in order to make the actor compare attractive values with repulsive ones. If \( F \) satisfies for all \( i \in N \)
\[ \forall l \in \{1, \ldots, \phi(F)\}, \forall s_i \geq 0 \ (s_i, 0_{-i}) \in \Phi^{l}_{F} \]
\[ \forall l' \in \{1, \ldots, \phi(F)\}, \forall s_i \leq 0 \ (s_i, 0_{-i}) \in \Phi^{l'}_{F} \]  
(7)
then one can construct the utility function \( u_i \) from \( U(x_i, 0_{-i}) \):
\[ \forall x_i \geq 1 \ 0_l, \ u_i(x_i) = \frac{U(x_i, 0_{-i}) - U(0_N)}{U(1, 0_{-i}) - U(0_N)} \]
\[ \forall x_i \leq 1 \ 0_l, \ u_i(x_i) = \frac{U(x_i, 0_{-i}) - U(0_N)}{U(0_N) - U(-1_l, 0_{-i})} \]
Relation (7) is satisfied by the Choquet integral w.r.t. a bi-capacity.

\subsection{General analysis of rule (S2)}

Rule (S2) can be stated in the more precise form
If the value w.r.t. criterion $k$ is attractive (i.e. $x_k \succ_k 0_k$) then criterion $k^+$ is more important than criterion $k^-$. If the value w.r.t. criterion $k$ is repulsive (i.e. $x_k \prec_k 0_k$) then criterion $k^+$ is less important than criterion $k^-$. Aggregation functions are henceforth assumed to be continuous since a slight modification in the argument shall also result in a slight change in the overall utility [6].

Theorem 1 shows that statement (S2') cannot be thoroughly modeled in all situations. Some restrictions will thus be made. One can show the following result.

**Theorem 1** There does not exist any continuous and piecewise linear aggregation function $F$, for which statement (S2') is satisfied.

Let $\mathbb{R}^n_+ = \{ s \in \mathbb{R}^n, s_i \geq 0 \}$, $\mathbb{R}^n_- = \{ s \in \mathbb{R}^n, s_i \leq 0 \}$, and $\mathbb{R}^n_0 = \{ s \in \mathbb{R}^n, s_i = 0 \}$. More precisely, let $\Phi^+, \Phi^- \in \Phi(F)$ such that $\Phi^+ \subseteq \mathbb{R}^n_-$ and $\Phi^- \subseteq \mathbb{R}^n_0$. Assume that $\Gamma := \overline{\Phi^+ \cap \Phi^-} \neq \emptyset$. If $\Gamma \subseteq \mathbb{R}^n_0$, is parallel to the axis of criteria $k^+$ and $k^-$, then statement (S2') cannot be satisfied in both $\Phi^+$ and $\Phi^-$. Under the condition of the previous theorem, the variables $s_{k^+}$ and $s_{k^-}$ are free on the boundary $\Gamma$, even though criterion $k$ vanishes. The following Corollary provides a special case of this relation between criteria $k, k^+, k^-$. **Corollary 1** Assume that the domains of $\Phi(F)$ correspond to that of a bi-capacity, i.e. $\Phi(BC)$. If criterion $k$ is the one closest to the neutral level among criteria $k, k^+, k^-$, then the weights of criteria $k^-$ and $k^+$ are not conditional on the fact that criterion $i$ is attractive or repulsive (i.e. statement (S2') cannot be satisfied).

The result of Theorem 1 is not true when $F$ is not continuous piecewise linear. Consider indeed the following nonlinear aggregation function

$$F(s) = \frac{1 + s_k}{2} \times s_{k^+} + \frac{1}{2} \times s_{k^-}.$$  

Then the weight of criterion $j^+$ is $\frac{\partial F}{\partial s_{j^+}}(s) = \frac{1 + s_k}{2}$ and that of criterion $k^-$ is $\frac{\partial F}{\partial s_{k^-}}(s) = \frac{1}{2}$. Hence, statement (S2') is perfectly satisfied by $F$.

Theorem 1 can be interpreted in the following way. This result states that when $x_k$ is close to the neutral level $0_k$ (relatively to criteria $k^+$ and $k^-$), the relative preference of the actor over criteria $k^+$ and $k^-$ is not so clear. This is a hesitation area.

Let us show as an example that bi-capacities satisfy to the restriction imposed by the previous corollary. By (5), when the scores w.r.t. criteria are all different in absolute value, the weight of criterion $l$ for an act $s \in \Omega$ for a bi-capacity $\mu$ is given by

$$w_l(s) = \begin{cases} \mu \{ \{ l \} \cup C^+_l(s), C^-_l(s) \} - \mu \{ C^+_l(s), C^-_l(s) \} & \text{if } s_l \geq 0 \\ \mu \{ C^+_l(s), C^-_l(s) \} - \mu \{ \{ l \} \cup C^-_l(s) \} & \text{if } s_l < 0 \end{cases}$$

where

$$C^+_l(s) = \{ m \neq l, s_m \geq 0 \text{ and } |s_m| \geq |s_l| \}$$

and

$$C^-_l(s) = \{ m \neq l, s_m < 0 \text{ and } |s_m| \geq |s_l| \}.$$  

If $|s_l| < |s_l|$ then $l \notin C^+_l(s) \cup C^-_l(s)$. Hence, if criterion $k$ is the one closest to the neutral level among criteria $k, k^+, k^-$, then $l \notin C^+_k(s) \cup C^-_k(s)$ and $k \notin C^+_l(s) \cup C^-_l(s)$. This means that $w_{k^+}(s)$ and $w_{k^-}(s)$ do not depend on whether $s_k \geq 0$. Hence, (S2') cannot be modeled in this case. Now when $|s_l| \geq |s_l|$, then $l \in C^+_l(s)$ if $s_l \geq 0$ and $l \in C^-_l(s)$ if $s_l < 0$. Hence, the weight $w_l(s)$ can change between the two cases $s_l \geq 0$ and $s_l < 0$. As a consequence, one cannot model (S2') with a bi-capacity whenever criterion $k$ is the one closest to the neutral level among criteria $k, k^+, k^-$. We restrict (S2') according to Theorem 1:

(S3): If the value w.r.t. criterion $k$ is attractive ($> 0$), and $k$ is not the one closest to the neutral level among criteria $k, k^+, k^-$, then criterion $k^+$ is more important than criterion $k^-$. If the value w.r.t. criterion $k$ is repulsive ($< 0$), and $k$ is not the one closest to the neutral level among criteria $k, k^+, k^-$, then criterion $k^+$ is less important than criterion $k^-$. Let us give the requirements on a bi-capacity imposed by the previous statement (S3). One has the following lemma.  

**Lemma 1** There exists a bi-capacity such that the corresponding Choquet integral satisfies to (S3). 

We have shown in this section that the general statement (S2) cannot be satisfied by a continuous piecewise linear aggregation function. We introduce then
a restriction of (S2) - namely (S3). Finally we have seen that (S3) can be thoroughly fulfilled at least by the Choquet integral w.r.t. some bi-capacity. It turns out that there is no capacity such that its associated Choquet integral satisfies statement (S2).

### 6 Representation of Statement (R1) by an aggregation function

Consider Rule (R1). Rule (R1) becomes

\[ w_{NF}(u_F, u_{NF}) = 0 \text{ if } u_F < 0 \]  
\[ w_{NF}(u_F, u_{NF}) > 0 \text{ if } u_F > 0 \]

The previous two relations cannot be satisfied when \( F \) is the Choquet integral w.r.t. a capacity. Indeed, if (8) is satisfied with a Choquet integral, then (8) is satisfied for all \( u_F \in \mathbb{R} \) such that \( u_F \leq u_{NF} \). A similar result is obtained with (9).

**Theorem 2** There does not exist any continuous and piecewise linear aggregation function \( F \), for which statement (R1) is satisfied.

Moreover, one can show that the Choquet integral w.r.t. a bi-capacity cannot do better than the Choquet integral w.r.t. a capacity. Indeed, if (8) is satisfied with a Choquet integral w.r.t. a bi-capacity, then (8) is satisfied for all \( u_F \in \mathbb{R} \) such that \( u_F \leq u_{NF} \).
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1 Introduction

Measuring of uncertainty plays a major role in uncertainty theories, in particular, probability theory, information theory, fuzzy sets theory and so on. There are some ways of defining such measures in the theory of evidence, in the theory of fuzzy (non-additive) measures and in the theory of imprecise probabilities.

However, one can see that in such general theories an uncertainty measure with the best properties has no yet been found. This situation is explained by very complex interaction among various types of uncertainty, including randomness, inconsistency, imprecision, incompleteness of analyzed information. We recall classical uncertainty measures, used in information theory and probability theory. Let \( X \) be a finite set of alternatives. Assigning to each alternative \( x \in X \) some probability \( P(\{x\}) \), we have information, which is described by probability measure \( P \), and in this case Shannon’s entropy \( S(P) = -\sum_{x \in X} P(\{x\}) \log_2 P(\{x\}) \) can be used. Let we know only that the “true” alternative is in a non-empty set \( B \subseteq X \). This situation can be described by the set function \( \eta(B)(A) = \begin{cases} 1, & B \subseteq A \subseteq X, \\ 0, & B \nsubseteq A \subseteq X, \end{cases} \)

which gives lower probability of an event \( A \), and Hartley’s measure \( H(\eta(\emptyset)) = \log_2 |B| \) can be justified. It is easily seen that in the first case uncertainty has a type that one call randomness, and the second case is more connected with imprecision of the information. The generalization of these two cases consists in the following. Consider a pair \( (g, \bar{g}) \) of set functions \( g : 2^X \to [0,1], \bar{g} : 2^X \to [0,1] \) defined on the power-set \( 2^X \). We suggest that \( g(A) \leq \bar{g}(A) \) for all \( A \in 2^X \), \( g(\emptyset) = \bar{g}(\emptyset) = 0 \), and there is a “true” probability measure \( P \) on \( 2^X \) with \( g(A) \leq P(A) \leq \bar{g}(A) \) for all \( A \in 2^X \). In other words, set functions \( g, \bar{g} \) give us upper and lower bounds of probabilities, and for any event \( A \in 2^X \) we have only the interval \( [g(A), \bar{g}(A)] \) of possible values of a “true” probability \( P(A) \). In practical issues it is sufficient to define
the lower probability \( g \), the upper probability can be calculated by \( \overline{g}(A) = 1 - g(\overline{A}) \), where \( A \in 2^X \) and \( \overline{A} \) is the complement of \( A \). Due to works of Klir, Higashi, Harmanec and others (see [4,5,6]), there are two important uncertainty measures, which show the best properties in a sense of obeying axioms, which are similar to the axioms of Shannon’s entropy. They are generalized Hartley’s measure, and aggregate measure of uncertainty. Let \( g \) be a belief function, i.e. it can be represented by

\[
g = \sum_{B \in 2^X} m(B)\eta(B) = \sum_{B \in 2^X} m(B)\log_2|B|.
\]

The aggregate measure of uncertainty is calculated by

\[
Au(g) = \sup_{P \in \Xi} S(P),
\]

where sup is taken over all probability measures on \( 2^X \), which are consistent with \( g \), i.e. \( P(A) \geq g(A) \) for all \( A \in 2^X \). It is worth to mention that generalized Hartley’s measure can be used for measuring imprecision and aggregate measure of uncertainty for total uncertainty. It is easy to check that aggregate measure of uncertainty coincides with Shannon’s entropy for probability measures and with Hartley’s measure for \( g = \eta(B) \), \( B \neq \emptyset \). These uncertainty measures can be also used in the case, where \( g \) is a 2-monotone set function [2]. There is a possibility to extend our consideration to the case, where the set of probability measures, which are consistent with \( g \), is empty. Then we say that the information in our disposal is inconsistent and we should analyze three types of uncertainty: randomness, imprecision, and inconsistency.

The paper has the following structure. First we remind some definitions and results from the theory of non-additive measures and axiomatics of imprecision indices, formulated in [7]. Then we analyze so called linear imprecision indices on the set of upper and lower probabilities, giving their detailed description, and introducing their important families with symmetrical properties.

### 2 Basic definitions and problem statement

Let \( X \) be a finite set. In the sequel we will use the following notations:

1. \( M(X) \) is the set of all real-valued set functions on the powerset \( 2^X \);
2. \( M_o(X) = \{ g \in M(X) | g(\emptyset) = 0 \} \);
3. We write \( g_1 \leq g_2 \) for \( g_1, g_2 \in M(X) \) if \( g_1(A) \leq g_2(A) \) for all \( A \in 2^X \).
4. \( M_{\text{mon}}(X) \subseteq M_o(X) \) is the set of all normalized monotone set functions on \( 2^X \). It means that \( g \in M_o(X) \) implies \( g(\emptyset) = 0, \ g(X) = 1 \), and \( g(A) \leq g(B) \) if \( A \subseteq B \).
5. \( M_p(X) \) is the set of all probability measures on \( 2^X \);
6. \( M_{\text{low}}(X) = \{ g \in M_o | \exists P \in M_p : g \leq P \} \) is the set of all lower probabilities on \( 2^X \);
7. Let \( g \in M(X) \) then the dual of \( g \) is denoted by \( \overline{g} \) and by definition \( \overline{g}(A) = g(\overline{A}) - g(\emptyset) \), \( A \in 2^X \).
8. \( M_{\text{pl}}(X) \) is the set of all belief functions on \( 2^X \). Any \( g \in M_{\text{pl}}(X) \) has the following unique representation: \( g = \sum_{B \in 2^X} m(B)\eta(B) \), where \( m(B) \geq 0 \) for all \( B \in 2^X \), \( m(\emptyset) = 0 \), and \( \sum_{B \in 2^X} m(B) = 1 \).
9. \( M_{\text{pr}}(X) \) is the set of all plausibility functions on \( 2^X \). Any \( g \in M_{\text{pr}}(X) \) is uniquely represented by \( g = \sum_{B \in 2^X} m(B)\overline{\eta(B)} \), where \( m(B) \geq 0 \) for all \( B \in 2^X \), \( m(\emptyset) = 0 \), and \( \sum_{B \in 2^X} m(B) = 1 \).

We can consider the set \( M(X) \) (or \( M_o(X) \)) as a linear space w.r.t. to usual sum of set functions and usual product of set functions and real numbers. In the non-additive measure theory, the basis consisting of functions \( \eta(B), B \in 2^X \), is of interest. Let \( g \in M(X) \) and \( g = \sum_{B \in 2^X} m_g(B)\eta(B) \) then the set function \( m_g \) is called the Möbius transform of \( g \).
The function $m_{\eta}(B)$ is expressed by $m_{\eta}(B) = \sum_{b \in 2^\mathbb{X}} (-1)^{b \cdot \eta} g(A)$. We will also use so-called dual Möbius transform of $g$. This transform is connected with the basis consisting of set functions $\eta^{(b)}$, $B \in 2^\mathbb{X}$, defined by $\eta^{(b)}(A) = \eta^{(b)}(A)$. Let $g = \sum_{b \in 2^\mathbb{X}} m^{\eta}(B) \eta^{(b)}$ then the set function $m^{\eta}$ is called the dual Möbius transform of $g$. It is calculated by $m^{\eta}(B) = \sum_{b \in 2^\mathbb{X}} (-1)^{b \cdot \eta} g(A)$.

We remind now some definitions, introduced in [7].

**Definition 1.** A functional $f : M_{\text{low}}(X) \to [0,1]$ is called imprecision index if the following conditions are fulfilled: 1) $g \in M_{\text{low}}(X)$ implies $f(g) = 0$; 2) $f(g) \geq f(g_t)$ for all $g_t, g \in M_{\text{low}}(X)$ such that $g_t \subseteq g$; 3) $f(\eta(x)) = 1$. Some important examples of imprecision indices are:

1) $v_\eta(g) = g(B) - g(B)$ for a fixed $B \in 2^\mathbb{X}/\emptyset$ (We call it a primitive imprecision index in the sequel);
2) $v_p(g) = (2^\mathbb{X} - 2)^{-|p|} \left( \sum_{b \in 2^\mathbb{X}} |g(B) - g(B)|^{p} \right)^{1/p}$, $p \geq 1$;
3) $v_\infty(g) = \sup \left\{ \left| g(B) - g(B) \right| \mid B \in 2^\mathbb{X} \right\}$.

It is clear that there are many ways for defining imprecision indices. One class of them consisting of linear imprecision indices is described in the following definition.

**Definition 2.** An imprecision index $f$ on $M_{\text{low}}(X)$ is called linear if for any linear combination $\sum_{j=1}^k \alpha_j g_j \in M_{\text{low}}(X)$, $\alpha_j \in \mathbb{R}$, $g_j \in M_{\text{low}}(X)$, $j = 1, \ldots, k$, we have $f(\sum_{j=1}^k \alpha_j g_j) = \sum_{j=1}^k \alpha_j f(g_j)$.

3. An investigation of linear imprecision indices

We notice first that any linear functional $f$ on $M(X)$ is defined uniquely by its values on a chosen basis of $M(X)$. It enables to define $f$ by a set function $\mu_f : 2^\mathbb{X} \to \mathbb{R}$ with the following property $\mu_f(B) = f(\eta(\emptyset))$, $B \in 2^\mathbb{X}$. Since any $g \in M_{\text{low}}$ is represented as a linear combination of $\{\eta(\emptyset)\}_{b \in 2^\mathbb{X}/\{\emptyset\}}$, we take by definition that $\mu_f(\emptyset) = 0$ (or $f(\eta(\emptyset)) = 0$) for any linear imprecision index $f$.

**Proposition 1.** Let $f$ be a linear imprecision index on $M_{\text{low}}$ then $\mu_f \in M_{\text{low}}(X)$ with $\mu_f(\{x\}) = 0$ for any $x \in X$.

**Proof.** By definition $\mu_f(\emptyset) = 0$ and $\mu_f(X) = 1$; $\mu_f(\{x\}) = 0$ for any $x \in X$ because $\eta(\emptyset) \in M_{\text{low}}(X)$. Further we see that $\eta(\emptyset) \in M_{\text{low}}$ for $B \neq \emptyset$ and $\eta(\emptyset) \geq \eta(\emptyset)$ if $B \subseteq C$. It implies that $\mu_f(B) \leq \mu_f(C)$ for $B \subseteq C$, i.e. $\mu_f$ is monotone. This finishes the proof of the proposition.

The following proposition gives the expression of any linear functional through the values of the transformed set function.

**Proposition 2.** Let $f$ be a linear functional on $M(X)$ then $f(g) = \sum_{b \in 2^\mathbb{X}} m^{\mu_f}(B) g(B)$ for any $g \in M(X)$.

**Proof.** By definition $\mu_f = \sum_{b \in 2^\mathbb{X}} m^{\mu_f}(B) \eta^{(b)}$ and $g = \sum_{b \in 2^\mathbb{X}} m^{\mu_f}(B) g(B)$.

The following theorem gives necessary and sufficient conditions on a linear functional to be an imprecision index through the dual Möbius transform of $\mu_f$.

**Theorem 1.** Let $f$ be a linear functional on $M(X)$ then it is an imprecision index on $M_{\text{low}}(X)$ iff

a) $m^{\mu_f}(X) = 1$: $\sum_{b \in 2^\mathbb{X}} m^{\mu_f}(D) = 0$;

b) $\sum_{D \subseteq x} m^{\mu_f}(D) = 0$ for all $x \in X$;

c) $m^{\mu_f}(D) \leq 0$ for all $D \in 2^\mathbb{X} \setminus \{\emptyset, X\}$.

**Proof.** It is clear that the condition a) guarantees that $f(\eta(\emptyset)) = 1$ and $f(\eta(\emptyset)) = 0$. It is easy to show that b) is the necessary and sufficient condition that $f(g) = 0$ for any $g \in M_{\text{low}}(X)$. Indeed, since
\[ \eta_{[i]} \in M_{\mu}(X) \text{ then } \mu_f \left( x_i \right) = f \left( \eta_{[i]} \right) = 0 \] and 
\[ \mu_f \left( x_i \right) = \sum_{D \in b_i} m^\nu \left( D \right) = 0 . \] On the other hand, any \( g \in M_{\mu}(X) \) can be represented as a convex combination of \( \eta_{[i]} \), i.e. 
\[ g = \sum_{x \in X} m \left( x \right) \eta_{[i]} \] , therefore, 
\[ f(g) = \sum_{x \in X} m \left( x \right) f \left( \eta_{[i]} \right) = \sum_{x \in X} m \left( x \right) \mu_f \left( x_i \right) = 0 . \] So b) is proved. c) is the sufficient and necessary condition of antimonotonicity of \( f \) on \( M_{\mu}(X) \).

Let c) be fulfilled and \( g_1 \leq g_2 \) for \( g_1, g_2 \in M_{\mu}(X) \) then by Proposition 2 
\[ f(g_1) - f(g_2) = \sum_{B \in 2^X} m^\nu(B) (g(B) - g_2(B)) \] . Since \( g_1(B) - g_2(B) \leq 0 \) for any \( B \in 2^X \) and \( m^\nu(B) \leq 0 \) for any \( B \in 2^X \setminus \emptyset \), we get 
\[ f(g_1) \leq f(g_2) \] , i.e. c) implies antimonotonicity of \( f \). Vice versa, let \( f \) be antimonotone on \( M_{\mu}(X) \) then for any \( D \in 2^X \setminus \emptyset \) we can always find such \( g_1, g_2 \in M_{\mu}(X) \) with \( g_1(B) = g_2(B) \) for all \( B \neq D \) and \( g_1(D) < g_2(D) \). According to Proposition 2 \( 0 \leq f(g_1) - f(g_2) = m^\nu(D) (g(D) - g_2(D)) \), i.e. \( m^\nu(D) \leq 0 \). The theorem is proved.

Conditions of Theorem 1 can be transformed to the expression, which is very close to the condition “avoiding sure loss” from the theory of imprecise probabilities [10]. It enables to get the implicit expression for an arbitrary linear imprecision index. We will further use the functions \( 1_B, B \subseteq X \), on \( X \) defined by \( 1_B(x) = 1 \) if \( x \in B \), and \( 1_B(x) = 0 \) otherwise.

**Theorem 2.** Any linear imprecision index \( f \) on \( M_{\mu}(X) \) can be uniquely represented by 
\[ f(g) = 1 - \sum_{B \subseteq X} q(B) g(B) \] , where the set function \( q \) obeys the following conditions:
1) \( q(\emptyset) = 0, q(X) = 0, q(B) \geq 0 \) for all \( B \in 2^X \);
2) \( \sum_{B \subseteq X} q(B) 1_B = 1_X \) .

**Proof.** By Proposition 2 
\[ f(g) = \sum_{B \subseteq X} m^\nu(B) (g(B) - g(\emptyset)) \] , since \( m^\nu(X) = 1, g(X) = 1, g(\emptyset) = 0 \), we get the required representation, choosing \( q(B) = -m^\nu(B) \) for \( B \in 2^X \setminus \{\emptyset, X\} \). The condition b) from Theorem 1 is reformulated for \( q \) as \( \sum_{B \supsetneq B} q(B) = 1 \) for all \( x \in X \). We show that this condition is equivalent to 2). Actually, \( \sum_{B \supsetneq B} q(B) 1_B(x) = 1 \) for all \( x \in X \), on the other hand, \( \sum_{B \supsetneq B} q(B) 1_B(x) = \sum_{B \supsetneq B} q(B) \). The theorem is proved.

**Remark 1.** The condition of “avoiding sure loss” from the theory of imprecise probabilities can be formulated with the help of the set function \( q \) from the Theorem 2 as follows: let \( g \in M_{\mu}(X) \) iff for any set function \( q \) obeying 1), 2) from Theorem 2, we have \( \sum_{B \supsetneq B} q(B) g(B) \leq 1 \).

**Theorem 3.** Let \( f \) be a linear functional on \( M(X) \) then it is an imprecision index on \( M_{\mu}(X) \) iff 
\[ \mu_f \left( x \right) = a \mu - b \eta(\{x\}) \] , where \( b > 0, a = 1 + b \), and \( \mu \in M_{\mu}(X) \) with \( \mu(\{x\}) = b/a \) for all \( x \in X \).

**Proof.** Necessity. Let \( f \) be a linear imprecision index on \( M_{\mu}(X) \) then 
\[ \mu_f (B) = \sum_{A \subseteq B} m^\nu(A) \eta(\{A\})(\bar{B}) \] .
where \( m^\nu(A) \leq 0 \) for any \( A \in 2^X \setminus \{X, \emptyset\} \) and \( \eta(\emptyset) = 1, m^\nu(X) = 1 \). Let \( a = -\sum_{A \subseteq \emptyset} m^\nu(A) \) then taking \( q(A) = -m^\nu(A) \) for \( A \in 2^X \setminus \{X, \emptyset\} \) and \( q(A) = 0 \) for \( A = \{X, \emptyset\} \), we get 
\[ \mu_f (B) = a \sum_{A \subseteq \emptyset} q(A) \eta(\{A\})(\bar{B}) + m^\nu(\emptyset) \eta(\{x\})(\bar{B}) = a \sum_{A \subseteq \emptyset} q(A) \left(1 - \eta(\{A\})(\bar{B})\right) (1 - m^\nu(\emptyset)) + m^\nu(\emptyset) - a . \]
It is clear \( m^\nu(\emptyset) + 1 - a = \sum_{A \subseteq \emptyset} m^\nu(A) = \mu_f (\emptyset) = 0 \), hence, we get the representation required
\[ \mu_f (B) = a \sum_{A \subseteq \emptyset} q(A) \eta(\{A\})(\bar{B}) - b \eta(\{x\})(\bar{B}) = \sum_{A \subseteq \emptyset} q(A) \eta(\{A\}) , \] where \( \mu = \sum_{A \subseteq \emptyset} q(A) \eta(\{A\}) , b = m^\nu(\emptyset) , a = 1 + b . \)
It is easy to show that \( \mu(\{x\}) = b/a, \ x \in X, \) and \( b > 0. \) Actually, by Proposition 1 \( \mu_j(\{x\}) = 0 \) for all \( x \in X, \) i.e. \( \mu(\{x\}) = b/a \) for all \( x \in X. \) On the other hand, \[
\mu_j(\{x\}) = a \sum_{\Delta \in \mathcal{D}} q(\Delta) - b = 0,
\]
i.e. \( b \geq 0 \) and if \( b = 0 \) then \( q = 0 \) and this contradicts the definition of imprecision index.

**Sufficiency.** Assume that we have the representation of \( \mu_j \) from the theorem. We prove sufficiency if we check all conditions from Theorem 1. We see that \( \mu_j(\emptyset) = 0, \ \mu_j(x) = 1, \) and \( \mu_j(\{x\}) = 0 \) for all \( x \in X, \) i.e. conditions a), b) are true. We will further prove that \( m^\mu(A) \leq 0 \) for all \( A \in 2^X \setminus \{\emptyset, X\}. \)

Since \( \mu \) is a plausibility function, it is represented by \( \mu = \sum_{\Delta \in \mathcal{D}} m(\Delta) \bar{\pi}(\Delta), \) where \( m(\Delta) \geq 0 \) for all \( A \in 2^X, \ m(\emptyset) = 0, \) and \( \sum_{\Delta \in \mathcal{D}} m(\Delta) = 1. \) We can write
\[
\mu_j(\emptyset) = a \sum_{\Delta \in \mathcal{D}} m(\Delta) \bar{\pi}(\Delta) - b = 0,
\]
and if \( \emptyset = 0 \) then \( \emptyset = 0 \) and this contradicts the definition of imprecision index.

**Sufficiency.** Assume that we have the representation of \( \mu_j \) from the theorem. We prove sufficiency if we check all conditions from Theorem 1. We see that \( \mu_j(\emptyset) = 0, \ \mu_j(x) = 1, \) and \( \mu_j(\{x\}) = 0 \) for all \( x \in X, \) i.e. conditions a), b) are true. We will further prove that \( m^\mu(A) \leq 0 \) for all \( A \in 2^X \setminus \{\emptyset, X\}. \)

Since \( \mu \) is a plausibility function, it is represented by \( \mu = \sum_{\Delta \in \mathcal{D}} m(\Delta) \bar{\pi}(\Delta), \) where \( m(\Delta) \geq 0 \) for all \( A \in 2^X, \ m(\emptyset) = 0, \) and \( \sum_{\Delta \in \mathcal{D}} m(\Delta) = 1. \) We can write
\[
\mu_j(\emptyset) = a \sum_{\Delta \in \mathcal{D}} m(\Delta) \bar{\pi}(\Delta) - b = 0,
\]
i.e. \( b \geq 0 \) and if \( b = 0 \) then \( q = 0 \) and this contradicts the definition of imprecision index.

**Sufficiency.** Assume that the all conditions of the theorem are fulfilled, however, \( f \) is not linear imprecision index on \( M_{\text{imprec}}(X). \) In this case at least one of inequalities \( m(\Delta) \geq 0, \ A \in 2^X \setminus \{\emptyset, X\}, \) from Corollary 1 is not true, and there is a \( B \in 2^X \setminus \{\emptyset, X\} \) such that \( m(B) < 0. \) Let \( x \in X \setminus B. \) In the similar way as in the proof of Theorem 3 we get
\[
\mu_j^{[+]} = \sum_{\Delta \in \mathcal{D}} m(\Delta) \bar{\pi}(\Delta) \cdot (B \cup \{x\}).
\]
Since in the last sum \( m(\Delta) < 0 \) for \( A = B, \) we conclude that \( \mu_j^{[+]} \) is a distorted probability function. This implies that our assumption is wrong, and \( f \) is a linear imprecision index. The theorem is proved in the whole.

It seems to be logical in some problems that the quantity of imprecision in the situation, where we only know that the true alternative belongs to the set \( B, \) depends on \( |B| \) and does not depend on other factors. In this case we assume that \( f(\eta_{\emptyset}) = f(\eta_{\{x\}}) \) or \( \mu_j(A) = \mu_j(C) \) if \( |B| = |C|, \) and we call such linear imprecision indices symmetrical. In the sequel we will use the fact that such symmetrical monotone set functions can be viewed as distorted probabilities [9]. Let \( P \) be a probability measure on \( X = \{x_1, \ldots, x_n\}, \) i.e. \( \lambda: [0,1] \rightarrow [0,1] \) be a non-decreasing function with \( \lambda(0) = 0, \ \lambda(1) = 1, \) then the set function \( P \) is called distorted probability. We are interested in the case, where \( P(\{x_i\}) = 1/N, \ i = 1, \ldots, N. \)

Further we will use the following sufficient condition of total monotonicity [1]: let \( g = \lambda \circ P, \) then it is a belief function if \( \lambda \) is infinitely differentiable on \( [0,1) \) and \( d^n \lambda(t)/dt^n \geq 0, \) \( n = 1, 2, \ldots, \) for any \( t \in [0,1). \)

**Theorem 5.** Let \( f \) be a linear functional on \( M(X) \) and \( \mu_j = \lambda \circ P, \) i.e. \( \mu_j \) is a distorted probability,
mentioned above, and \( P(\{x_i\}) = 1/N, \ i = 1, \ldots, N \).
Then \( f \) is an imprecision index if

1) \( \lambda(1/N) = 0; \)

2) \( \lambda \) is infinitely differentiable on \( [\frac{1}{\pi}, 1) \) and \((-1)^{n-1} d^n\lambda(t)/dt^n \geq 0, \ n = 1, 2, \ldots, \) for any \( t \in [\frac{1}{\pi}, 1) \).

**Proof.** We will check that the all conditions from Theorem 4 are true. It is clear that \( \mu_i \in M_0(X) \) and \( \mu_i(\{x_i\}) = 0 \) for all \( x \in X \). Now we prove that 3) is also true. In this case \( \mu_i^{[1]}(B) = \lambda\left(P(B \cup \{x_i\})\right), \ B \in 2^{X(\epsilon)}, \mu_i^{[1]} \) can be considered as a distorted probability on \( 2^{X(\epsilon)} \), and \( \mu_i^{[1]} = \lambda \circ P_i \), where \( \lambda(t) = \lambda\left(\frac{1-Nt}{N}t\right), \ t \in [0,1], \) and \( P(\{y\}) = 1/\left(N-1\right), \ y \in X\). \( X \).

We find that \( \mu_i^{[1]}(A) = \lambda\left(P(B)\right) = \lambda(1-P(A)), \ i.e. \mu_i^{[1]} = \lambda \circ P \) is a distorted probability and \( \lambda(t) = \lambda(1-t) = \lambda\left(\frac{N-1}{Nt}\right) \).

It is clear \( \mu_i^{[1]} \in M_{i}(X) \) if \( \mu_i^{[1]} \in M_{i}(X) \). Then we can argue that \( \mu_i^{[1]} \) is a plausibility function if \( d^n\lambda(t)/dt^n \geq 0, \ n = 1, 2, \ldots, \) for any \( t \in [0,1], \) or \((-1)^{n-1} d^n\lambda(t)/dt^n \geq 0, \ n = 1, 2, \ldots, \) for any \( t \in [\frac{1}{\pi}, 1) \).

In some cases it is suitable to define symmetrical \( \mu_i \) by a non-decreasing function \( \varphi : [1, +\infty) \to [0, +\infty) \) with \( \varphi(1) = 0 \) assuming that \( \mu_i(A) = \varphi([A]/\varphi([X]) \) for \( A \neq \emptyset \). Then \( \lambda(t) = \varphi(tN)/\varphi(N) \) for \( t \in [\frac{1}{\pi}, 1] \), where \( N = |X| \). It is easy to see that according to Theorem 5, \( \mu_i \) determines a linear imprecision index if \( \varphi \) is is infinitely differentiable on \([1, N]\) and \((-1)^{n-1} d^n\varphi(t)/dt^n \geq 0, \ n = 1, 2, \ldots, \) for any \( t \in [1, N] \).

**Example 1.** Let \( \varphi(t) = \ln(t) \) then \( \mu_i(A) = \ln([A])/\ln([X]) \). In this case the corresponding linear imprecision index can be considered as the analog of generalized Hartley’s measure. We see that \((-1)^{n-1} d^n\ln(t)/dt^n = t^n \geq 0 \) for \( t \geq 1, \) i.e. \( \mu_i \) determines a linear imprecision index on \( M_{\text{lin}}(X) \).

4. The algebraic structure of the set of all linear imprecision indices

Let \( f_1, f_2 \) be linear functionals on \( M(X) \) then their linear combination \( f = af_1 + bf_2, a, b \in \mathbb{R} \) is also a linear functional. If we take into consideration set functions \( \mu_1, \mu_i, \mu_j \), we see that \( \mu_1 = a\mu_i + b\mu_j \), i.e. the set of all linear functionals on \( M(X) \) is a linear space and this space is isomorphic to the linear space \( M(X) \) of all set functions on \( \mathbb{R} \).

It is easy to show that if \( f_1, f_2 \) are linear imprecision indices then their convex sum \( f = af_1 + bf_2 \), where \( a, b \geq 0, \ a + b = 1 \), is also linear imprecision index, i.e. the set of all linear imprecision indices is a convex set. We denote by \( \mathcal{M}_i(X) \) the set of all set functions \( \mu_i \), which correspond to linear imprecision indices on \( M_{\text{lin}}(X) \). One can say that we understand the algebraic structure of a convex set if we have description of its extreme points. The following theorem gives the necessary and sufficient condition on an arbitrary \( \mu \in \mathcal{M}_i \) to be an extreme point.

**Theorem 6.** Let \( \mu \in \mathcal{M}_i(X), \mu = \sum_{A \in \mathcal{B}} m(A)\pi_{\{A\}} - b\eta_{\{A\}} \), where \( \mathcal{B} \subseteq 2^{X \setminus \emptyset}, m(A) > 0 \) for all \( A \in \mathcal{B}, \ b > 0 \), then \( \mu \) is an extreme point of \( \mathcal{M}_i(X) \) iff functions \( \{1_A\}_{A \in \mathcal{B}} \) are linearly independent.

**Proof.** Notice first that any \( \mu \in \mathcal{M}_i(X) \) has the representation \( \mu = \sum_{A \in \mathcal{B}} m(A)\pi_{\{A\}} - b\eta_{\{A\}} \) by Corollary 1, \( b > 0 \), and \( \mathcal{B} \) is not empty. Secondly, \( \mu(\{x\}) = 0 \) for all \( x \in X \), i.e.

\[
\sum_{A \in \mathcal{B}} m(A)1_A = b1_X.
\]

We will show that \( \mu \) is not an extreme point of \( \mathcal{M}_i(X) \) iff functions \( \{1_A\}_{A \in \mathcal{B}} \) are linearly dependent.

This implies evidently the theorem statement. Assume that functions \( \{1_A\}_{A \in \mathcal{B}} \) are linearly dependent.

Then there exist two different solutions of

\[
\sum_{A \in \mathcal{B}} a_A 1_A = 1_X \text{ w.r.t. } a_A, \ A \in \mathcal{B}. \]

We choose one of them as \( a^{(1)}_A = m(A)/b, \ A \in \mathcal{B} \). Since \( a^{(1)}_A > 0 \) for all \( A \in \mathcal{B} \), we can choose another solution \( a^{(2)}_A \) with \( a^{(2)}_A \geq 0, \ A \in \mathcal{B} \). Let \( b_2 = \frac{1}{2}\left(\sum_{A \in \mathcal{B}} a^{(2)}_A - 1\right) \), then it is easy to see that \( b_2 > 0 \) and the set function \( \mu_2 \), defined by

\[
\mu_2 = \sum_{A \in \mathcal{B}} b_2 a^{(2)}_A \pi_{\{A\}} - b_2 \eta_{\{A\}}.
\]
is in $M_f$. Defining

$$c = \sup \{ r \in \mathbb{R} \mid r_b \alpha_b^2 \leq m(A), A \in \mathcal{B}, \{b \leq b\} \},$$

we confirm that $c \in (0,1)$, $\mu \geq c \mu$. Then

$$\mu_2 = \frac{1}{1-c}(\mu - c \mu) = \sum_{i=1}^{2\alpha} m_i(A) \mathcal{F}_i - b_i \mathcal{I}(\mathcal{F}),$$

where $m_i(A) = \frac{1}{c}(m(A) - cb_i \alpha^2)$, $b_i = \frac{1}{c}(b - cb)$, is in $M_f(X)$. We see that $\mu \geq (1-c)\mu + c\mu_1$, i.e. we have proved that $\mu$ is not an extreme point of $M_f(X)$.

Vice versa assume that $\mu$ is not an extreme point of $M_f(X)$. Then there exist set functions $\mu_1, \mu_2 \in M_f(X)$ such that $\mu = a \mu_1 + b \mu_2$, where $a, b > 0$ and $a + b = 1$. Since $\mu_1, \mu_2 \in M_f(X)$ we have $\sum_{\alpha=1}^{2\alpha} m_i(A) \mathcal{F}_i = b_1 \mathcal{I}(\mathcal{F})$, where $b_1 > 0$, $i = 1, 2$.

Therefore, the equation $\sum_{\alpha=1}^{2\alpha} \alpha \mathcal{F}_i = 1\mathcal{I}(\mathcal{F})$ has more than one solution w.r.t. $\alpha \in \mathbb{R}$, $A \in \mathcal{B}$, hence, functions $\{1\mathcal{F}_i\}_{\alpha=1}^{2\alpha}$ are linearly dependent if $\mu$ is not an extreme point of $M_f$. The theorem is proved.

Theorem 6 implies that the set $M_f(X)$ has the finite number of extreme points. According to the Theorem by Krein-Milman [8], any $\mu \in M_f(X)$ can be represented as a convex sum of extreme points. However, it is a very hard problem to describe such extreme points explicitly. Further we consider one convex subset of $M_f(X)$, for which this problem can be solved.

Definition 3. Let $f$ be a linear imprecision index on $M_{\mu_\mathcal{F}}(X)$, then we call it complementarily symmetrical if $m^{\mu_\mathcal{F}}(\mathcal{AI}) = m^{\mu}(\mathcal{A})$ for all $A \in 2^X \setminus \{\emptyset, X\}$.

Important examples of complementarily symmetrical linear imprecision indices are primitive imprecision indices. We see that

$$\mu_{\mathcal{A}}(A) = \mathcal{F}_{\mathcal{A}}(X) - \mathcal{F}(\mathcal{B}) - \mathcal{F}(\mathcal{A}) + \mathcal{F}((\mathcal{A}),$$

$$\mu_{\mathcal{A}}(A) = \mathcal{F}_{\mathcal{A}}(X) - \mathcal{F}_{\mathcal{A}}(\mathcal{A}) - \mathcal{F}_{\mathcal{A}}(\mathcal{B}) + \mathcal{F}_{\mathcal{A}}(\mathcal{A}),$$

Then it is easy to see that

$$m^{\mu_\mathcal{F}}(\mathcal{A}) = m^{\mu}(\mathcal{A}).$$

Therefore, $m^{\mu_\mathcal{F}}(A) = 1$ if $A \in \{\emptyset, X\}$, $m^{\mu_\mathcal{F}}(A) = -1$ if $A \in \{\mathcal{B}, \mathcal{A}\}$, and $m^{\mu_\mathcal{F}}(A) = 0$ otherwise. We can also express $\mu_{\mathcal{A}}$ through plausibility functions. In this case

$$\mu_{\mathcal{A}}(A) = 1 - \mathcal{F}_{\mathcal{A}}(\mathcal{A}) - \mathcal{F}_{\mathcal{A}}(\mathcal{B}) + \mathcal{F}_{\mathcal{A}}(\mathcal{A}),$$

$$= \mathcal{F}_{\mathcal{A}}(\mathcal{B}) - \mathcal{F}_{\mathcal{A}}(\mathcal{B}) + \mathcal{F}_{\mathcal{A}}(\mathcal{A}).$$

By Theorem 6 it is easy to show that primitive indices $\mathcal{B}$, $B \in 2^X \setminus \{\emptyset, X\}$, are extreme points of $M_f(X)$. Actually, it follows from the fact that functions $\{1\mathcal{F}_i\} \alpha=1^{2\alpha}$ are linearly independent.

The role of primitive indices for describing the set of all complementarily symmetrical linear indices shows the following theorem.

Theorem 7. The set of all complementarily symmetrical linear indices is convex. Any complementarily symmetrical linear index can be uniquely represented by a convex sum of primitive indices.

Proof. Let $f_1, f_2$ be complementarily symmetrical imprecision indices, then

$$f_1(g) = \sum_{\alpha=1}^{2\alpha} m^{\mu}(\mathcal{B}) g(\mathcal{B}) \text{, } i = 1, 2 \text{, } g \in M_{\mu_\mathcal{F}}(X),$$

and by Definition 3 $m^{\mu}(\mathcal{B}) = m^{\mu}(\mathcal{B})$, $i = 1, 2$, for all $B \in 2^X \setminus \{\emptyset, X\}$. Let $f = a f_1 + c f_2$, where $a, c \geq 0$, and $a + c = 1$. Then it is easy to see that

$$m^{\mu}(\mathcal{B}) = m^{\mu}(\mathcal{B}) \text{ for all } B \in 2^X \setminus \{\emptyset, X\}, \text{ i.e. the set of all complementarily symmetrical linear indices is convex.}$$

Now we will prove that any complementarily symmetrical linear index can be represented by a convex sum of primitive indices. Let $f$ be a complementarily symmetrical linear index and $g \in M_{\mu_\mathcal{F}}(X)$ then

$$f(g) = \sum_{\alpha=1}^{2\alpha} m^{\mu}(\mathcal{B}) g(\mathcal{B}),$$

where $m^{\mu}(\mathcal{B}) = m^{\mu}(\mathcal{B})$ for all $B \in 2^X \setminus \{\emptyset, X\}$. Let

$$\mathcal{D} = \{B \in 2^X \setminus \{\emptyset, X\} \mid x \in B\},$$

$$\mathcal{D} = \{B \in 2^X \mid B \in \mathcal{D}\}$$

for some $x \in X$ then $\mathcal{D} \cup \mathcal{D} = 2^X \setminus \{\emptyset, X\}$, $\mathcal{D} \cap \mathcal{D} = \emptyset$.

$$f(g) = m^{\mu}(\mathcal{B}) g(\mathcal{B}) + m^{\mu}(\mathcal{B}) g(\mathcal{B})$$

$$= \sum_{\alpha=1}^{2\alpha} m^{\mu}(\mathcal{B}) (g(\mathcal{B}) + g(\mathcal{B}))$$

$$= -\sum_{\alpha=1}^{2\alpha} m^{\mu}(\mathcal{B}) (g(\mathcal{B}) - g(\mathcal{B}) + g(\mathcal{B}))$$

$$+ \sum_{\alpha=1}^{2\alpha} m^{\mu}(\mathcal{B}) (g(\mathcal{B}) + m^{\mu}(\mathcal{B}) g(\mathcal{B}))$$

$$= m^{\mu}(\mathcal{B}) g(\mathcal{B}) + m^{\mu}(\mathcal{B}) g(\mathcal{B}).$$

We see $\sum_{\alpha=1}^{2\alpha} m^{\mu}(\mathcal{B}) = \sum_{\alpha=1}^{2\alpha} m^{\mu}(\mathcal{B}) - m^{\mu}(X) = -m^{\mu}(X) = -1$. The equality $\sum_{\alpha=1}^{2\alpha} m^{\mu}(\mathcal{B}) = 0$ implies that $m^{\mu}(\mathcal{B}) = -\sum_{\alpha=1}^{2\alpha} (m^{\mu}(\mathcal{B}) + m^{\mu}(\mathcal{B}))$.
can be represented by a convex sum of primitive indices.

We prove that the found representation is unique if we show that system \( \{ \nu_B \}_{B \in \mathcal{D}} \) of all primitive indices is linearly independent in \( M(X) \), or we show the same property for set functions \( \{ \mu_B \}_{B \in \mathcal{D}} \). It is easy to see that set functions \( \mu_B = \bar{\eta}_B + \eta_B - \eta_B \), \( B \in \mathcal{D} \), are linearly independent, this follows immediately from the fact that set functions \( \{ \bar{\eta}_B \}_{B \in \mathcal{D}} \) are also linear independent in \( M(X) \). The theorem is proved in the whole.

**Example 2.** Let \( \xi : X \rightarrow \mathbb{R} \), \( \max_{x \in X} \xi(x) - \min_{x \in X} \xi(x) = 1 \). Then we can define the linear imprecision index with the help of Choquet integral [3] \( f(g) = \int_X \xi dg - \int_X \xi dg \), where \( g \in M_{low} \). Then \( \mu_B = \max_{x \in X} \xi(x) - \min_{x \in X} \xi(x) \) for \( B \neq \emptyset \). It is easy to show that such defined index \( f \) is complementarily symmetrical. It is worth to mention that in the theory of imprecise probabilities \( \int_X \xi dg \) can be viewed as an upper estimation of the expectation \( E[\xi] \), and \( \int_X \xi dg \) as a lower estimation of the expectation \( E[\xi] \).

**Conclusion**

Although, measuring uncertainty plays a central role in various uncertainty theories, there is no possibility to find one true uncertainty measure. This can be explained by the fact that there are many various types of uncertainty, they have different interpretations; it is very difficult to understand their mutual interaction. One way for overcoming this problem is to find families of suitable uncertainty measures, satisfying some justified properties. The choice of the best uncertainty measure depends considerably on the problem solved. In this paper we have proposed how imprecision can be measured if uncertain information is described by lower probabilities. We have treated the case, where uncertainty consists of some randomness and imprecision. The introduced axiomatics enables us to give detailed description of linear imprecision indices, and investigate some of them with symmetrical properties.
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Abstract

We investigate the distribution functions and the moments of the so-called Choquet integral, also known as the Lovász extension, when regarded as a real function of a random sample drawn from a continuous population. Since the Choquet integral includes weighted arithmetic means, ordered weighted averaging operators, and lattice polynomials as particular cases, our results encompass the corresponding results for these aggregation operators. After recalling the results obtained by the authors in the uniform case, we present approaches that can be used in the non-uniform case to obtain moment approximations.

Keywords: Discrete Choquet integral; Lovász extension; Order statistic; Distribution function; Moment; B-Spline; Divided difference; Moment approximation; Asymptotic distribution.

1 Introduction

Aggregation operators are of central importance in many fields such as statistics or decision theory. Among such commonly used operators, the most frequently employed is probably the weighted arithmetic mean because of its simplicity and its very intuitive interpretation.

Although very attractive in many fields, the weighted arithmetic mean is not suited for situations where the values to be aggregated display some interaction. Let us choose the framework of multi-criteria decision aid to elaborate this in more detail. We consider a set $N := \{1, \ldots, n\}$ of criteria and a set $\mathcal{A}$ of alternatives evaluated according to these criteria. As classically done, we assume that with each alternative $a \in \mathcal{A}$ a vector $(a_1, \ldots, a_n) \in \mathbb{R}^n$ is associated, where, for any $i \in N$, $a_i$ represents the partial score of $a$ related to criterion $i$. The partial scores are further assumed to be defined on the same interval scale.

From the vector of scores of any alternative, one can compute an overall evaluation by means of an aggregation operator. Once the overall evaluations are computed, they can be used to rank the alternatives. In such a context, it is very frequent in applications to have criteria that are substitutive or complementary. Substitutivity between two criteria arises when an alternative can be assigned a high overall score when only one of the two criteria has a high partial evaluation. Complementarity means that it is necessary that the two criteria have simultaneously a high partial evaluation for the alternative to receive an overall high score. A natural extension of the weighted arithmetic mean that is able to deal with such situations (and many others) is the so-called Choquet integral w.r.t. a capacity [1, 2, 3].

Also called Lovász extension [4] in the context of the extension of pseudo-Boolean functions, the Choquet integral includes weighted arithmetic means, ordered weighted averaging operators [5], and lattice polynomials as particular cases [6, 7].

In this paper, we investigate the distribution and the moments of the Choquet integral when considered as a real function of a random sample drawn from a continuous population. In the uniform case, we recall the results obtained by the authors in [7] and we provide algorithms for computing the probability density function (p.d.f.) and the cumulative distribution function (c.d.f.) of the Choquet integral. In the non-uniform case, we present approaches that can be used to obtain approximations of the moments of this functional.

In order to avoid a cumbersome notation, cardinality of subsets $S, T, \ldots$ will be denoted whenever possible by the corresponding lower case letters $s, t, \ldots$, otherwise by the standard notation $|S|, |T|, \ldots$. Moreover,
we will often omit braces for singletons, e.g., writing \( \nu(i), N \setminus i \) instead of \( \nu(\{i\}), N \setminus \{i\} \). Finally, the set of permutations on \( N \) will be denoted by \( \mathcal{S}_n \).

2 The Choquet integral and its particular cases

A set function \( \nu : 2^N \rightarrow [0, 1] \) is a capacity [1] on \( N := \{1, \ldots, n\} \) if it is monotone with respect to (w.r.t.) inclusion and satisfies \( \nu(\emptyset) = 0 \) and \( \nu(N) = 1 \). In the context of aggregation by the Choquet integral, for any \( T \subseteq N \), the coefficient \( \nu(T) \) is to be interpreted as the weight of importance of the combination \( T \) of criteria, or better, its importance or power to make the decision alone (without the remaining criteria).

**Definition 1.** The Choquet integral of \( x \in \mathbb{R}^n \) w.r.t. a capacity \( \nu \) on \( N \) is defined by

\[
C_\nu(x) := \sum_{i=1}^n p_i^{\nu^\sigma} x_{\sigma(i)},
\]

where \( \sigma \) is a permutation on \( N \) such that \( x_{\sigma(1)} \geq \cdots \geq x_{\sigma(n)} \), where

\[
p_i^{\nu^\sigma} := \nu^\sigma_i - \nu^\sigma_{i-1}, \quad \forall i \in N,
\]

and where \( \nu^\sigma_i := \nu(\{\sigma(1), \ldots, \sigma(i)\}) \) for any \( i = 0, \ldots, n \). In particular, \( \nu^\sigma_0 := 0 \).

The Choquet integral can therefore be regarded as a piecewise linear function that coincides with a weighted arithmetic mean on each \( n \)-dimensional region

\[
R_\sigma := \{ x \in \mathbb{R}^n \mid x_{\sigma(1)} \geq \cdots \geq x_{\sigma(n)} \} \quad (\sigma \in \mathcal{S}_n),
\]

whose union covers \( \mathbb{R}^n \).

The Choquet integral satisfies very appealing properties for aggregation. For instance, it is continuous, non decreasing, comprised between min and max, stable under the same transformations of interval scales in the sense of the theory of measurement, and coincides with the weighted arithmetic mean whenever the capacity is additive. An axiomatic characterization is provided in [3].

We now present some subclasses of Choquet integrals. Any vector \( \omega \in [0, 1]^n \) such that \( \sum \omega_i = 1 \) will be called a weight vector as we continue.

2.1 The weighted arithmetic mean

**Definition 2.** For any weight vector \( \omega \in [0, 1]^n \), the weighted arithmetic mean operator \( \text{WAM}_\omega \) associated to \( \omega \) is defined by

\[
\text{WAM}_\omega(x) := \sum_{i=1}^n \omega_i x_i, \quad \forall x \in \mathbb{R}^n.
\]

We can easily see that \( \text{WAM}_\omega \) is a Choquet integral \( C_\nu \) with respect to the additive capacity defined by \( \nu(T) := \sum_{i \in T} \omega_i \) for all \( T \subseteq N \). Conversely, the weights associated to \( \text{WAM}_\omega \) are defined by \( \omega_i := \nu(i) \) for all \( i \in N \).

The class of weighted arithmetic means \( \text{WAM}_\omega \) includes two important special cases, namely:

- the arithmetic mean \( \text{AM}(x) := \frac{1}{n} \sum_{i=1}^n x_i \), when \( \omega_i = \frac{1}{n} \) for all \( i \in N \). In this case, we have \( \nu(T) := \frac{t}{n} \forall T \subseteq N \).
- the \( k \)-th projection \( P_k(x) := x_k \), when \( \omega_k = 1 \) for some \( k \in N \). In this case, we have \( \nu(T) := 1 \) if \( T \ni k \) and 0 otherwise.

2.2 The ordered weighted averaging operator

The concept of ordered weighted averaging operator was proposed in aggregation theory by Yager [5] and corresponds, in statistics, to that of linear combination of order statistics.

**Definition 3.** For any weight vector \( \omega \in [0, 1]^n \), the ordered weighted averaging operator \( \text{OWA}_\omega \) associated to \( \omega \) is defined by

\[
\text{OWA}_\omega(x) := \sum_{i=1}^n \omega_i x_{\sigma(i)}, \quad \forall x \in \mathbb{R}^n,
\]

where \( \sigma \) is a permutation on \( N \) such that \( x_{\sigma(1)} \geq \cdots \geq x_{\sigma(n)} \).

It is easy to verify that an OWA operator is a Choquet integral w.r.t. a capacity that depends only on the cardinality of subsets. The capacity \( \nu \) associated to \( \text{OWA}_\omega \) is defined by

\[
\nu(T) := \sum_{i=1}^t \omega_i, \quad T \subseteq N, \quad T \neq \emptyset.
\]

Conversely, the weights associated to \( \text{OWA}_\omega \) are defined by \( \omega_i := \nu(T) - \nu(T \setminus i) \) for all \( T \subseteq N \) and all \( i \in T \).

The class of ordered weighted averaging operators \( \text{OWA}_\omega \) includes some important special cases, namely:

- the arithmetic mean when \( \omega_i = \frac{1}{n} \) for all \( i \in N \).
- the \( k \)-th order statistic when \( \omega_n-k+1 = 1 \) for some \( k \in N \). In this case, we have

\[
\nu(T) := \begin{cases} 
1 & \text{if } t \geq n - k + 1, \\
0 & \text{otherwise},
\end{cases}
\]

- the min operator

\[
\min(x) = \min_{i \in N} x_i,
\]
when \( \omega_n = 1 \). In this case, we have \( \nu(T) := 1 \) if \( T = N \) and 0 otherwise.

- the max operator

\[
\max(x) = \max_{i \in N} x_i,
\]

when \( \omega_1 = 1 \). In this case, we have \( \nu(T) := 1 \) for all \( T \neq \emptyset \).

2.3 Partial minimum and maximum

**Definition 4.** For any non-empty subset \( A \subseteq N \), the partial minimum operator \( \min_A \) and the partial maximum operator \( \max_A \), associated to \( A \), are respectively defined by

\[
\min_A(x) = \min_{i \in A} x_i, \\
\max_A(x) = \max_{i \in A} x_i.
\]

For the operator \( \min_A \) (resp. \( \max_A \)), for any \( T \subseteq N \), we have

\[
\nu(T) := \begin{cases} 
1 & \text{if } T \supseteq A, \\
0 & \text{otherwise}.
\end{cases} \\
\text{(resp. } \nu(T) := \begin{cases} 
1 & \text{if } T \cap A \neq \emptyset, \\
0 & \text{otherwise}.
\end{cases})
\]

These operators are particular cases of lattice polynomials that also correspond to special classes of Choquet integrals; see [6, 7] for more details.

3 Distributional relationships with linear combination of order statistics

From Definition 1, it is clear that the Choquet integral is a linear combination of order statistics whose coefficients depend on the order of the arguments. We state hereafter immediate relationships between the moments (resp. the c.d.f.) of the Choquet integral and the moments (resp. the c.d.f.) of linear combinations of order statistics.

Let \( X_1, \ldots, X_n \) be a random sample from a continuous distribution with p.d.f. \( f \) and let \( X_{1:n} \leq \cdots \leq X_{n:n} \) denote the corresponding order statistics. Further, let \( Y_\nu := C_\nu(X_1, \ldots, X_n) \) and let \( h \) be any function. By definition of the expectation, we have

\[
E[h(Y_\nu)] = \int_{\mathbb{R}^n} h(C_\nu(x_1, \ldots, x_n)) \prod_{i=1}^n f(x_i) dx_i = \sum_{\sigma \in \mathcal{S}_n} \int_{\mathbb{R}^n} h \left( \sum_{i=1}^n p_i^{\nu,\sigma} x_{\sigma(i)} \right) \prod_{i=1}^n f(x_i) dx_i
\]

Using the well-known fact that the joint p.d.f. of \( X_{n:n} \geq \cdots \geq X_{1:n} \) is

\[
n! \prod_{i=1}^n f(x_i), \quad x_n \geq \cdots \geq x_1,
\]

we obtain

\[
E[h(Y_\nu)] = \frac{1}{n!} \sum_{\sigma \in \mathcal{S}_n} \mathbb{E} \left[ h \left( \sum_{i=1}^n p_i^{\nu,\sigma} X_{n-i+1:n} \right) \right]
\]

\[
= \frac{1}{n!} \sum_{\sigma \in \mathcal{S}_n} \mathbb{E}[h(Y_\nu^\sigma)]
\]

(4)

where \( Y_\nu^\sigma := \sum_{i=1}^n p_i^{\nu,\sigma} X_{n-i+1:n} \) are linear combinations of order statistics. Clearly, the special cases

\[
h(x) = x^r, \quad [x - \mathbb{E}(Y_\nu)]^r, \quad \text{and } e^{tx}
\]

provide similar relationships, respectively, for raw moments, central moments, and moment-generating functions.

Now, consider the minus (resp. plus) truncated power function \( x_-^r \) (resp. \( x_+^r \)) defined to be \( x^r \) if \( x < 0 \) (resp. \( x > 0 \)) and zero otherwise. Given \( y \in \mathbb{R} \), taking \( h(x) = (x - y)_+^0 \) in (4) provides a relationship between the c.d.f. \( F_\nu \) of \( Y_\nu \) and those of the random variables \( \sum_{i=1}^n p_i^{\nu,\sigma} X_{n-i+1:n} \). Indeed, we clearly have

\[
F_\nu(y) := \Pr[Y_\nu \leq y] = \mathbb{E}[(Y_\nu - y)_-^0],
\]

and, denoting by \( F_\nu^\sigma \) the c.d.f. of \( Y_\nu^\sigma \),

\[
F_\nu^\sigma(y) := \Pr \left[ \sum_{i=1}^n p_i^{\nu,\sigma} X_{n-i+1:n} \leq y \right] = \mathbb{E} \left[ \left( \sum_{i=1}^n p_i^{\nu,\sigma} X_{n-i+1:n} - y \right)_-^0 \right],
\]

which immediately gives

\[
F_\nu(y) = \frac{1}{n!} \sum_{\sigma \in \mathcal{S}_n} F_\nu^\sigma(y)
\]

(5)

As one could have expected from the definition of the Choquet integral, the determination of the moments and the distribution functions of the Choquet integral is closely related to the determination of the moments and the distribution functions of linear combinations of order statistics.

4 The uniform case

In this section, we are interested in the moments and distribution functions of \( Y_\nu \) when the random sample
$X_1, \ldots, X_n$ is drawn from the standard uniform distribution. In order to emphasize this last point, as classically done, we shall denote the random sample as $U_1, \ldots, U_n$ and the corresponding order statistics by $U_{1:n} \leq \cdots \leq U_{n:n}$.

Before yielding the main results obtained in [7], let us recall some basic material related to divided differences. See for instance [8, 9, 10] for further details.

### 4.1 Divided differences

Let $A^{(n)}$ be the set of $n - 1$ times differentiable one-place functions $g$ such that $g^{(n-1)}$ is absolutely continuous. The $r$th divided difference of a function $g \in A^{(n)}$ is the symmetric function of $n + 1$ arguments defined inductively by $\Delta[g : a_0] := g(a_0)$ and

$$
\begin{align*}
\Delta[g : a_0, \ldots, a_n] := & \begin{array}{ll}
\Delta[g : a_1, \ldots, a_n] - \Delta[g : a_0, \ldots, a_{n-1}], & \text{if } a_0 \neq a_n, \\
\frac{\partial}{\partial a_0} \Delta[g : a_0, \ldots, a_{n-1}], & \text{if } a_0 = a_n.
\end{array}
\end{align*}
$$

The Peano representation of the divided differences, which can be obtained by a Taylor expansion of $g$, is given by

$$
\Delta[g : a_0, \ldots, a_n] = \frac{1}{n!} \int_{\mathbb{R}} g^{(n)}(t) M(t | a_0, \ldots, a_n) \, dt,
$$

where $M(t | a_0, \ldots, a_n)$ is the B-spline of order $n$, with knots $\{a_0, \ldots, a_n\}$, defined as

$$
M(t | a_0, \ldots, a_n) := n \Delta[(t - t_0)^{n-1} : a_0, \ldots, a_n].
$$

We also recall the Hermite-Genocchi formula: For any function $g \in A^{(n)}$, we have

$$
\Delta[g : a_0, \ldots, a_n] = \int_{R_{\text{id}}} g^{(n)}(x) \left[ a_0 + \sum_{i=1}^{n} (a_i - a_{i-1}) x_i \right] \, dx,
$$

where $R_{\text{id}}$ is the region defined in (3) when $\sigma$ is the identity permutation.

For distinct arguments $a_0, \ldots, a_n$, we also have the following formula, which can be verified by induction,

$$
\Delta[g : a_0, \ldots, a_n] = \sum_{i=0}^{n} \frac{g(a_i)}{\prod_{j \neq i} (a_i - a_j)}.
$$

### 4.2 Moments and distribution

Let $g \in A^{(n)}$. From (8), we immediately have that

$$
E \left[ g^{(n)} \left( \sum_{i=1}^{n} P_\nu^{\sigma} U_{n-i+1:n} \right) \right] = n! \Delta[g : \nu_0^\sigma, \ldots, \nu_n^\sigma]
$$

since the joint p.d.f. of $U_{1:n} \geq \cdots \geq U_{n:n}$ is equal to $\frac{1}{n!}$ on $R_{\text{id}} \cap [0, 1]^n$ and is zero elsewhere. Combining the previous expression with (4), we obtain

$$
E[g^{(n)}(Y_\nu)] = \sum_{\sigma \in S_n} \Delta[g : \nu_0^\sigma, \ldots, \nu_n^\sigma].
$$

(10)

Eq. (10) provides the expectation $E[g^{(n)}(Y_\nu)]$ in terms of the divided differences of $g$ with arguments $\nu_0^\sigma, \ldots, \nu_n^\sigma$ ($\sigma \in S_n$). An explicit formula can be obtained by (9) whenever the arguments are distinct for every $\sigma \in S_n$.

Clearly, the special cases

$$
g(x) = \frac{r!}{(n+r)!} x^{n+r}, \quad \frac{r!}{(n+r)!} (x-E(Y_\nu))^{n+r}, \quad \text{and} \quad \frac{e^{tx}}{t^n}
$$

(11)

give, respectively, the raw moments, the central moments, and the moment-generating function of $Y_\nu$. As far as the raw moments are concerned, the following result was obtained in [7].

**Proposition 1.** For any integer $r \geq 1$, setting $A_0 := N$, we have,

$$
E[Y_{\nu}^r] = \frac{1}{(N+r)^r} \sum_{A_1 \subseteq A_2 \subseteq A_1} \prod_{i=1}^{r} \frac{1}{(|A_1|)} \nu(A_1).
$$

Proposition 1 provides an explicit expression for the $r$th raw moment of $Y_\nu$ as a sum of $(r+1)^n$ terms. For instance, the first two moments are

$$
E[Y_{\nu}] = \frac{1}{n+1} \sum_{A_1 \subseteq A_2 \subseteq N} \frac{1}{(|A_1|)} \nu(A_1),
$$

$$
E[Y_{\nu}^2] = \frac{2}{(n+1)(n+2)} \sum_{A_1 \subseteq A_2 \subseteq N} \frac{1}{(|A_1|)} \nu(A_1) \sum_{A_2 \subseteq A_1} \frac{1}{(|A_2|)} \nu(A_2).
$$

As far as the distribution function $F_{\nu}(y) := \text{Pr}[Y_\nu \leq y]$ of $Y_\nu$ is concerned, using (10) with $g(x) = \frac{1}{n!} (x-y)^n$, the following result was obtained in [7].

**Theorem 1.** There holds

$$
F_{\nu}(y) = \frac{1}{n!} \sum_{\sigma \in S_n} \Delta[(t - y)^n : \nu_0^\sigma, \ldots, \nu_n^\sigma]
$$

(12)

$$
= 1 - \frac{1}{n!} \sum_{\sigma \in S_n} \Delta[(t - y)^{n-1} : \nu_0^\sigma, \ldots, \nu_n^\sigma].
$$

It follows from (12) that the distribution function of $Y_\nu$ is absolutely continuous and hence its probability density function is simply given by

$$
f_{\nu}(y) = \frac{1}{(n-1)!} \sum_{\sigma \in S_n} \Delta[(t - y)^{n-1} : \nu_0^\sigma, \ldots, \nu_n^\sigma].
$$

(13)
or, using the B-spline notation (7),
\[ f_\nu(y) = \frac{1}{n!} \sum_{\sigma \in \mathcal{S}_n} M(y \mid \nu_0^\sigma, \ldots, \nu_n^\sigma). \]

**Remark 1.** (i) When the arguments \( \nu_0^\sigma, \ldots, \nu_n^\sigma \) are distinct for every \( \sigma \in \mathcal{S}_n \), then combining (9) with (12) immediately yields the following explicit expression
\[ f_\nu(y) = \frac{1}{n!} \sum_{\sigma \in \mathcal{S}_n} \sum_{i=0}^n \prod_{j \neq i} (\nu_i^\sigma - \nu_j^\sigma), \]
or, using the minus truncated power function,
\[ f_\nu(y) = \frac{1}{n!} \sum_{\sigma \in \mathcal{S}_n} \sum_{i=0}^n \prod_{j \neq i} (\nu_i^\sigma - \nu_j^\sigma)^n. \]

(ii) The case of linear combinations of order statistics, called ordered weighted averaging operators in aggregation theory (see §2.2), is of particular interest. In this case, each \( \nu_i^\sigma \) is independent of \( \sigma \), so that we can write \( \nu_i := \nu_i^0 \). The main formulas then reduce to (see for instance [11] and [12])
\[
\begin{align*}
\mathbb{E}[g^{(n)}(Y_\nu)] &= n! \Delta[g : \nu_0, \ldots, \nu_n], \\
F_\nu(y) &= \Delta[(\cdot - y)^n : \nu_0, \ldots, \nu_n], \\
f_\nu(y) &= M(y \mid \nu_0, \ldots, \nu_n).
\end{align*}
\]

We also note that the Hermite-Genocchi formula (8) provides nice geometric interpretations of \( F_\nu(y) \) and \( f_\nu(y) \) in terms of volumes of slices and sections of canonical simplices (see also [13] and [14]).

### 4.3 Algorithms for computing divided differences

Both functions \( F_\nu \) and \( f_\nu \) require the computation of divided differences of truncated power functions. On this issue, we recall a recurrence equation, due to de Boor [15] and rediscovered independently by Varsi [16] (see also [13]), which allows to compute \( \Delta[(\cdot - y)^n : a_0, \ldots, a_n] \) in \( O(n^2) \) operations.

Rename as \( b_1, \ldots, b_r \) the elements \( a_i \) such that \( a_i < y \) and as \( c_1, \ldots, c_s \) the elements \( a_i \) such that \( a_i \geq y \) so that \( r + s = n + 1 \). Then, the unique solution of the recurrence equation
\[
\alpha_{k,l} = \frac{(c_l - y)\alpha_{k-1,l} + (y - b_k)\alpha_{k,l-1}}{c_l - b_k} \quad (k \leq r, l \leq s),
\]
with initial values \( \alpha_{1,1} = (c_1 - b_1)^{-1} \) and \( \alpha_{0,l} = \alpha_{k,0} = 0 \) for all \( l, k \geq 2 \), is given by
\[ \alpha_{k,l} := \Delta[(\cdot - y)^{k+l-2} : b_1, \ldots, b_k, c_1, \ldots, c_l], \quad (k+l \geq 2). \]

**Algorithm 1** Algorithm for the computation of \( \Delta[(\cdot - y)^{n-1} : a_0, \ldots, a_n] \).

Require: \( n, a_0, \ldots, a_n, y \)
\( S \leftarrow 0, R \leftarrow 0 \)
for \( i = 0, 1, \ldots, n \) do
\( \text{if } x_i - y \geq 0 \text{ then} \)
\( S \leftarrow S + 1 \)
\( C_S \leftarrow x_i - y \)
else
\( R \leftarrow R + 1 \)
\( B_R \leftarrow x_i - y \)
end if
end for
for \( j = 2, \ldots, S \) do
\( A_j \leftarrow -B_jA_{j-1}/(C_j - B_j) \)
end for
for \( i = 2, \ldots, R \) do
for \( j = 1, \ldots, S \) do
\( A_j \leftarrow (C_jA_j - B_jA_{j-1})/(C_j - B_j) \)
end for
end for
return \( A_R \) \{Contains the value of \( \Delta[(\cdot - y)^{n-1} : a_0, \ldots, a_n] \).\}

In order to compute \( \Delta[(\cdot - y)^{n-1} : a_0, \ldots, a_n] = \alpha_{r,s} \), it suffices therefore to compute the sequence \( \alpha_{k,l} \) for \( k + l \geq 2, k \leq r, l \leq s \), by means of 2 nested loops, one on \( k \), the other on \( l \). We detail this computation in Algorithm 1; see also [13, 16].

We can compute \( \Delta[(\cdot - y)^n : a_0, \ldots, a_n] \) similarly. Indeed, the same recurrence equation applied to the initial values \( \alpha_{0,l} = 0 \) for all \( l \geq 1 \) and \( \alpha_{k,0} = 1 \) for all \( k \geq 1 \), produces the solution
\[ \alpha_{k,l} := \Delta[(\cdot - y)^{k+l-1} : b_1, \ldots, b_k, c_1, \ldots, c_l] \quad (k+l \geq 1). \]

**Example.** As we have already mentioned, the Choquet integral is widely used in non-additive expected utility theory, cooperative game theory, complexity analysis, measure theory, etc. (see [17] for an overview.) For instance, when a discrete Choquet integral is used as an aggregation tool in a given decision making problem, it is then very informative for the decision maker to know its distribution. In that context, the most natural a priori density on \([0,1]^n\) is the uniform one, which makes the results presented in this section of particular interest.

Let \( \nu \) be the capacity on \([1,2,3]\) defined by \( \nu(\{1\}) = 0.1, \nu(\{2\}) = 0.6, \nu(\{3\}) = \nu(\{1,2\}) = \nu(\{1,3\}) = \nu(\{2,3\}) = 0.9, \) and \( \nu(\{1,2,3\}) = 1 \). The density of the Choquet integral w.r.t. \( \nu \), which can be computed through (13) and by means of Algorithm 1, is
represented in Figure 1 by the solid line. The dotted line represents the density estimated by the kernel method from 10 000 randomly generated realizations. The typical value and standard deviation can also be calculated through the raw moments: we have

\[ E[Y_ν] ≈ 0.608 \text{ and } \sqrt{E[Y_ν^2] - E[Y_ν]^2} ≈ 0.204. \]

From a practical perspective, routines for computing the p.d.f. and the c.d.f. of the Choquet integral in the uniform case have been implemented in the Kappalab package for GNU R [18].

5 The non-uniform case

We now turn to the non-uniform case. Let \( X_1, \ldots, X_n \) be a random sample from a continuous distribution with c.d.f. \( F \). Unlike in the uniform case, in this section we will only be able to present results allowing to compute approximations of moments of \( Y_ν := C_ν(X_1, \ldots, X_n) \).

5.1 Expectation and variance of the Choquet integral

We first focus on the expectation and the variance of \( Y_ν \). Starting from (4) with \( h(x) = x \), we immediately obtain

\[ E[Y_ν] = \frac{1}{n!} \sum_{σ ∈ Ω_n} \sum_{i=1}^n p_i^{ν,σ} E[X_{n-i+1:n}]. \]  \hspace{1cm} (14)

Similarly, for \( h(x) = x^2 \), we get

\[ E[Y_ν^2] = \frac{1}{n!} \sum_{σ ∈ Ω_n} \sum_{i=1}^n \sum_{j=1}^n p_i^{ν,σ} p_j^{ν,τ} E[X_{n-i+1:n}X_{n-j+1:n}]. \]  \hspace{1cm} (15)

It immediately follows that the expectation and the variance of the Choquet integral can be computed in the non-uniform case only if the first product moments of order statistics from the same underlying distribution can be computed. As we shall see in the next subsection, it is possible to obtain approximations of these product moments provided the inverse of \( F \) and the derivatives of the inverse can be computed.

5.2 Moments of order statistics and their approximation

Let \( U_1, \ldots, U_n \) be a random sample from the standard uniform distribution. The product moments of the corresponding order statistics are then given by the following formula (see e.g. [19, Chap. 3] and the references therein):

\[ E \left( \prod_{j=1}^l U_{i_j:n}^{m_j} \right) = \frac{n!}{(n + \sum_j m_j)!} \prod_{j=1}^l \frac{(i_j + m_1 + \ldots + m_j - 1)!}{(i_j + m_1 + \ldots + m_{j-1} - 1)!} \]  \hspace{1cm} (16)

Now, it is well-known that the c.d.f. of \( X_{i:n} \) is given by

\[ \Pr(X_{i:n} ≤ x) = \sum_{j=i}^{n} \binom{n}{j} F^j(x)[1 - F(x)]^{n-j}. \]

It immediately follows that

\[ \Pr(F^{-1}(U_{i:n}) ≤ x) = \Pr(U_{i:n} ≤ F(x)) = \Pr(X_{i:n} ≤ x), \]

i.e. that \( F^{-1}(U_{i:n}) \) and \( X_{i:n} \) are equal in distribution.

Starting from this distributional equality, David and Johnson [20] expanded \( F^{-1}(U_{i:n}) \) in a Taylor series around the point \( E(U_{i:n}) = i/(n+1) \) in order to obtain approximations of product moments of non-uniform order statistics; see also [19, §4.6]. Setting \( p_i := i/(n + 1) \) and \( G := F^{-1} \), we have

\[ X_{i:n} = G(p_i) + (U_{i:n} - p_i)G'(p_i) \]
\[ + \frac{1}{2}(U_{i:n} - p_i)^2G''(p_i) + \frac{1}{6}(U_{i:n} - p_i)^3G'''(p_i) + \ldots \]  \hspace{1cm} (17)

Taking the expectation of the previous expression and using (16), the following approximation for the expectation of \( X_{i:n} \) can be obtained to order \( (n + 2)^{-2} \) [19, §4.6]:

\[ E[X_{i:n}] ≈ G_i + \frac{p_i q_i}{2(n + 2)} G_i'' \]
\[ + \frac{p_i q_i}{(n + 2)^2} \left[ \frac{1}{3}(q_i - p_i)G_i''' + \frac{1}{8}p_i q_i G_i'''ight], \]  \hspace{1cm} (18)

where \( q_i := 1 - p_i \) and \( G_i := G(p_i) \), \( G'_i := G'(p_i) \), etc. Similarly, for the first product moment, we have, to
order \((n + 2)^{-2}\),
\[
\mathbb{E}[X_{i:n}, X_{j:n}] \approx G_i G_j + \frac{p_i q_j}{2(n + 2)} G_i' G_j' + \frac{p_i q_j}{(n + 2)^2} (q_i - p_i) G_i'' G_j'
\]
\[
+ \frac{1}{2} p_i q_j G_i' G_j'' + \frac{4}{n(n + 2)^2} G_i'' G_j''
\]
\[
+ \frac{1}{8} p_i q_j G_i'' G_j'' + \frac{1}{3} (q_i - p_i) G_i'' G_j''
\]
\[
+ \frac{1}{8} p_i q_j G_i' G_j'' + \frac{1}{3} (q_i - p_i) G_i G_j''.
\]
(19)

The accuracy of the above approximations is discussed in [19, §4.6]. Note that Childs and Balakrishnan [21] have recently proposed MAPLE routines facilitating the computations and permitting the inclusion of higher order terms.

From a practical perspective, the previous expressions are useful only if \(G := F^{-1}\) and its derivates can be easily computed. This is the case for instance when \(F\) is the c.d.f. of the standard normal distribution. Indeed, there exists algorithms that enable an accurate computation of \(F^{-1}\) (see [22] and the references therein) and it can be verified (see [19, p 85]) that \(G' = (f \circ G)^{-1}\),
\[
G'' = \frac{G}{f^2 \circ G} \quad G''' = \frac{1 + 2G^2}{f^3 \circ G} \quad \text{and} \quad G'''' = \frac{G(7 + 6G^2)}{f^4 \circ G},
\]
where \(f = F'\).

5.3 Back to the two first moments of the Choquet integral

Combining (18) and (19) with (14) and (15), it is therefore possible to obtain approximate values for the expectation and the variance of the Choquet integral provided \(F^{-1}\) and its derivates can be easily computed.

6 Future work

Using the expressions given in Section 3 and distributional results on linear combinations of order statistics [19], it is possible to obtain the exact distribution of the Choquet integral for certain non-uniform distributions and also conditions under which the Choquet integral is asymptotically normal. These aspects will be studied in a forthcoming paper.
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Abstract

Cooperative games under precedence constraints have been introduced by Faigle and Kern [1], [4] as a generalization of classical cooperative games. An important notion in cooperative game theory is the core of the game, as it contains the rational imputations for players. We propose two definitions for the core of a distributive game, the first one is called the precore and is a direct generalization of the classical definition. It contains the set of imputations and may be unbounded, which makes its application questionable. A second definition is proposed, imposing normalization at each stage, causing the core to be a convex bounded set. We study its properties, introducing balancedness and marginal worth vectors, and defining the Weber set and the pre-Weber set. We show that the classical properties of inclusion of the (pre)core into the (pre)-Weber set as well as their coincidence in the convex case remain valid.

Keywords: core, distributive lattice, stage, cooperative game, Weber set.

1 Introduction

In cooperative game theory a major problem is to find a rational way to share the total worth $v(N)$ among all players. To avoid the formation of subcoalitions, we impose the condition $\phi(S) \leq v(S)$ for all $S \subseteq N$. It leads to the classical notion of the core. Technically, the $n!$ marginal vectors form the set of all vertices of the core whenever the game is convex [5]. Necessary and sufficient conditions for the nonemptiness of the core lead to the notion of balancedness.

These classical results of game theory apply as well for capacities and fuzzy measures, especially in the context of decision making under uncertainty. The core is then the set of dominating probability measures, and the same results apply.

In this paper, we focus on the game theoretical interpretation, although our results remain mathematically valid for capacities and fuzzy measures, which are monotonic normalized games. We are interested in situation where all coalitions cannot form, that is, a game is a function defined on some family of subsets of $N$, not necessarily the whole power set. We make the assumption that this family forms a distributive lattice. As we will show, this case arises whenever a partial order (like a hierarchy) among players is defined, under the rule that a coalition can form if and only if for any player $i$ in the coalition, all players below $i$ belong to the coalition too.

We will propose a definition of the core suited to this situation, so that most of classical results about the core still hold. In particular, we will exhibit all vertices of the core when the game is convex. The extension of the classical case is called the precore here, it coincides with the definition of Faigle and Kern.

2 Distributive Lattices

A set $P$ with a binary relation $\leq$ is a poset (or a partially ordered set [3], [2]) if the binary relation $\leq$ satisfies reflexivity, antisymmetry and transitivity. For any two elements $x, y \in P$, $x < y$ means $x \leq y$ and $x \neq y$. Let $x$ be any element of $P$. The principal ideal of $x$ is defined by $\downarrow x := \{y \in P \mid y \leq x\}$ and the principal filter of $x$ is $\uparrow x := \{y \in P \mid y \geq x\}$. If there exists no $y \in P$ such that $y < x$, we call $x$ a minimal element of this poset; if there exists no $y \in P$ such that $y > x$, we call $x$ a maximal element of this poset.

Let $x, y \in P$ and $x < y$. If there is no $z \in P$, such that $x < z < y$, we say that $y$ covers $x$, denoted by $x \triangleleft y$. If there exists $C := \{z_0 := x, z_1, z_2, \ldots, z_{k-1}, z_k := y\} \subseteq P$, such that $z_0 \triangleleft z_1 \triangleleft z_2 \triangleleft \ldots \triangleleft z_k$, we say that $C$ is a maximal chain from $x$ to $y$, and $k = |C| - 1$ is called
the length of this chain. All chains from a minimal element to a maximal element of $P$ are called maximal chains of $P$. Denote the set of maximal chains of $P$ by $C(P)$.

We partition $P$ into some subsets $Q_1, \cdots, Q_q$ of $P$: $x \in Q_{i+1}$ if and only if $i$ is the largest length of chains of $P$ from any minimal element to $x$. Evidently, $Q_1$ is the set of all minimal elements of $P$ and $Q_q$ is a subset of maximal elements of $P$. The set $Q_i$ is called the $i$-th stage, every element of $Q_i$ is said to be in the $i$-th stage.

**Example 1** Let us consider the following poset.

![Poset Diagram]

This poset has 3 stages: $Q_1 = \{1, 4, 5\}, Q_2 = \{2, 6\}$ and $Q_3 = \{3\} \subseteq \{3, 6\}$.

Let $P$ be a poset with the collection of stages $Q = \{Q_1, \cdots, Q_q\}$. We can easily show that for any $x \in Q_i$, $y \in Q_j$, if $x < y$ then $i < j$. But its converse is not always true. Even if $x \in Q_i$, $y \in Q_j$ and $i < j$, $x$ and $y$ may be noncomparable.

For any two elements $x, y \in P$, we call $x \lor y$ the supremum of $x$ and $y$ if it is the least element of all those greater than $x$ and $y$, and $x \land y$ the infimum of $x$ and $y$ if it is the greatest element of all those less than $x$ and $y$. The top element $\top$ of $P$ is the greatest element of $P$, and the bottom element $\bot$ of $P$ is the least element of $P$. For any $x, y \in P$, $x \lor y, x \land y, \top$ and $\bot$ are unique whenever they exist. If for any $x, y \in P$, both $x \lor y$ and $x \land y$ exist, the poset $P$ is called a lattice. Clearly, in a finite lattice, $\top, \bot$ always exist. In addition, $P$ is distributive if $\lor, \land$ satisfy the distributive laws: for all $x, y, z \in P$,

$$x \land (y \lor z) = (x \land y) \lor (x \land z)$$

or equivalently

$$x \lor (y \land z) = (x \lor y) \land (x \lor z).$$

Let $L$ be a finite lattice and $x \in L$. If $x \neq \bot$ cannot be written as a supremum, i.e., $x = y \lor z$ implies $y = x$ or $z = x$, then $x$ is said to be join-irreducible. Denote the set of all join-irreducible elements of $L$ by $J(L)$, and the set of join-irreducible elements less than or equal to an element $x \in L$ by $\eta(x)$.

A downset of a poset $P$ is a subset $S$ of $P$ such that, if $x \in S$, then $y \leq x$ implies $y \in S$. A downset of $P$ can be also represented by $\cup_{x \in T} \downarrow x$ for some $T \subseteq P$. We denote the set of all downsets of $P$ by $\mathcal{O}(P)$.

G. Birkhoff proved that, for any distributive lattice $L$, $J(L)$ is isomorphic to $L$ by the isomorphism $\eta$. Put otherwise, any poset $P$ generates a distributive lattice $\mathcal{O}(P)$, whose set of join-irreducible elements is isomorphic to $P$.

Let $P$ be a poset. Then every stage $Q_i, i = 1, \cdots, q$ of $P$ corresponds to a subset $S_i$ of the distributive lattice $\mathcal{O}(P)$, defined by

$$S_i := \{x \in \mathcal{O}(P) \mid x \subseteq \cup_{j=1}^{i} Q_j \} \setminus \cup_{j=1}^{i-1} S_j$$

$$\forall i = 1, \cdots, q.$$

**Proposition 1** Let $P$ be a poset and $Q = \{Q_1, \cdots, Q_q\}$ the collection of stages of $P$. Then $T_i := \cup_{j=1}^{i} Q_j$ is the greatest element of $S_i$ for all $i = 1, \cdots, q$.

The collection of all $T_i$’s is denoted by $\top_P$. Hence $\top_P$ of $L := \mathcal{O}(P)$ belongs to $\top_P$. If there are some maximal chains passing through all $T_i$’s in $L$, we call these maximal chains restricted maximal chains. Let us denote the set of restricted maximal chains by $C_r(L)$.

**Example 2** The poset $P$ and the corresponding distributive lattice $\mathcal{O}(P)$ are given as follows. (For ease of notation, $\{i, j\}$ is denoted by $ij$ and so on.)

![Distributive Lattice Diagram]

Then

$$Q_1 = \{1, 4, 5\}, Q_2 = \{2\}, Q_3 = \{3\}.$$
3 Distributive Games

Faigle and Kern introduced cooperative games under precedence constraints [4]. We use the same method to introduce distributive games as follows.

Let \( N = \{1, \ldots, n\} \) be the set of players endowed with a partial order \( \leq \). The relation \( i \leq j \), with \( i, j \in N \), indicates the player \( i \) is below the player \( j \), we say that, if \( j \) participates to the game, all players \( i \) below \( j \) must also participate to it. All these players compose a subset of \( N \): \( \{k \in N : k \leq j\} \), called a feasible coalition. More generally, any downset of \((N, \leq)\) is called a feasible coalition, in other words, \( S \subseteq N \) is a feasible coalition if \( \forall j \in S, i \leq j \) implies \( i \in S \).

**Definition 1** Let \( L := O(N) \) be the collection of all feasible coalitions (all downsets of \( N \)). A game on the distributive lattice \( L \) is a real-valued function \( v : L \to \mathbb{R} \) such that \( v(\emptyset) = 0 \). More simply, we call it a distributive game.

We introduce the following properties.

**Definition 2** Let \( v \) be a distributive game on \( O(N) \).

(i) \( v \) is additive if \( v(S \cup T) = v(S) + v(T) \), for all disjoint \( S, T \in O(N) \).

(ii) \( v \) is convex if \( v(S \cup T) + v(S \cap T) \geq v(S) + v(T) \), for all \( S, T \in O(N) \).

(iii) \( v \) is monotone if \( v(S) \leq v(T) \) whenever \( S \subseteq T, S, T \in O(N) \).

A monotone distributive game is also called a distributive capacity or a distributive fuzzy measure. We denote the set of all additive distributive games by \( A(O(N)) \).

### 3.1 Precore and Core

To share the total outcome among all of players so that all peoples satisfy their gains, we define first the precore like in the classical case.

**Definition 3** The precore of a distributive game \( v \) on \( O(N) \) is defined by the following set.

\[
PC(v) := \{ \phi \in A(O(N)) | \phi(N) = v(N) \text{ and } \phi(S) \geq v(S) \forall S \in O(N) \}.
\]

It is equivalent to definitions of cores defined by Faigle et al. [1] and by Tijs et al. [6].

Let us consider another example: A poset \( N \) is given in the left. It corresponds to the distributive lattice in the right.

Let \( v \) be a distributive game on \( O(N) \). By the definition of the precore, any element \( \phi \) of the precore must satisfy:

\[
\phi(1) + \phi(2) + \phi(3) + \phi(4) = v(T) = v(1234)
\]

\[
\phi(1) \geq v(1)
\]

\[
\phi(2) \geq v(2)
\]

\[
\phi(1) + \phi(2) \geq v(12)
\]

\[
\phi(2) + \phi(4) \geq v(24)
\]

\[
\phi(1) + \phi(2) + \phi(3) \geq v(123)
\]

\[
\phi(1) + \phi(2) + \phi(4) \geq v(124)
\]

Whenever \( \phi(1), \phi(2) \) are large enough, we can always find out some \( \phi(3), \phi(4) \) to satisfy all conditions, i.e., \( \phi(1), \phi(2) \) can be arbitrarily large. Hence the precore of this game have four infinite directions: two positive infinite directions of \( \phi(1), \phi(2) \) and two negative infinite directions of \( \phi(3), \phi(4) \).

Hence the precore of a given game is generally a polyhedron. Denote the set of vertices of some convex set by \( \text{Ext}(\cdot) \), and the convex hull of some set by \( \text{co}(\cdot) \), the finite part of the precore by \( PC^F(v) \). We have, \( PC^F(v) = \text{co}(\text{Ext}(PC(v))) \). Hence the finite part of the precore has no more infinite directions. It is a polytope.

Now we examine the following example.

**Example 3** Suppose that there are 7 employees \( N = \{1, 2, 3, 4, 5, 6, 7\} \) in a company, we denote the order of their ranks by the symbol \( \leq \). We allow that one worker has more than one rank. We show all of orders among all of workers by the following poset:
A downset of \((N,\leq)\) is called a feasible team of the company, i.e., for any work, if the worker \(p\) attends it, then every worker with a rank below that of \(p\) must attend also this work. All downsets of \(N\) compose the set \(\mathcal{L}(N)\).

Let \(Q_k\) denote the collection of all workers in the \(k\)-th stage, \(T_k\) denote the \(k\)-th principal team, i.e., the union of workers up to \(k\)-th stage, we have

\[ Q_1 = \{1, 2, 3\}, Q_2 = \{4, 5, 6\}, Q_3 = \{7\} \]

\[ T_1 = 123, T_2 = 123456, T_3 = 1234567 = N. \]

In the end of each year, we decide how to distribute the total benefit of this year. We denote \(v(S)\) the benefit brought by the feasible team \(S\), \(\phi(S)\) the factual benefit of \(S\). By the importance of ranks, the benefit is shared going from the highest (top) principal team to lowest (bottom) principal team. That is,

\[ v(N) - v(123456) = v(T_3) - v(T_2) \]

is given to the group \(Q_3 = \{7\},\]

\[ v(123456) - v(123) = v(T_2) - v(T_1) \]

is given to the group \(Q_2 = \{4, 5, 6\},\]

\[ v(123) = v(T_1) \] is given to the group \(Q_1 = \{1, 2, 3\}\)

i.e., \(\phi(Q_k) = v(T_k) - v(T_{k-1})\), for all \(k\). \(\phi\) must also satisfy the following condition:

\[ \phi(T) \geq v(T) \text{ for all feasible teams } T. \]

Otherwise, if for some \(T\), \(\phi(T) < v(T)\), then the team \(T\) may split from \(N\) and build a new independent company, because the money brought by \(T\) is more than that \(T\) gains.

From the example 3, we can find one another method to share the total outcome and in order to avoid infinite directions, we give the following definition.

**Definition 4** The core of a distributive game on \(\mathcal{O}(N)\) is defined by

\[ \mathcal{C}(v) := \{\phi \in \mathcal{PC}(v) \mid \phi(T_i) = v(T_i), \forall T_i \in \mathcal{T}_N\}. \]

Evidently, the precore and the core all are convex.

**Theorem 1** The core and the precore of a game on a distributive lattice are both convex sets. Moreover, the core is bounded, hence it is a polytope.

### 3.2 Balancedness

To find out necessary and sufficient conditions for the nonemptiness of the precore, we introduce the notion of pre-balancedness.

**Definition 5** (i) A collection \(B\) of elements of \(\mathcal{O}(N)\) \(\{\emptyset\}\) is pre-balanced if it exists positive coefficients \(\mu(S), S \in B, \) such that \(\sum_{S \in B} \mu(S) = 1, \) for all \(i \in N.\) (ii) A distributive game \(v\) is pre-balanced if for every pre-balanced collection \(B\) of elements of \(L \setminus \{\emptyset\}\) with coefficients \(\mu(S), S \in B,\) it holds

\[ \sum_{S \in B} \mu(S)v(S) \leq v(\top). \]

**Proposition 2** A distributive game has a nonempty precore if and if only it is pre-balanced.

Let \(Q = \{Q_1, \ldots, Q_q\}\) be the collection of stages of \(N\) and \(\mathcal{T}_N = \{T_1, \ldots, T_q\}\) be the collection of top elements of every stage of \(\mathcal{O}(N).\) Similarly, we introduce the notion of balancedness as follows.

**Definition 6** (i) A collection \(B\) of elements of \(\mathcal{O}(N)\) \(\{\emptyset\}\) is balanced if it exists positive coefficients \(\mu(S), S \in B, \) such that \(\sum_{S \in B} \mu(S) = q - k + 1, \) for all \(i \in Q_k, k = 1, \ldots, q.\) (ii) A distributive game \(v\) is balanced if for every balanced collection \(B\) of elements of \(\mathcal{O}(N)\) \(\{\emptyset\}\) with coefficients \(\mu(S), S \in B,\) it holds

\[ \sum_{S \in B} \mu(S)v(S) \leq v(\top). \]

**Proposition 3** A distributive game has a nonempty core if and if only it is balanced.
3.3 Marginal Worth Vectors

Let $C = \{S_0 := \emptyset \prec S_1 \prec \cdots \prec S_n := N\}$ be a maximal chain in a distributive lattice $L := \mathcal{O}(N)$. Hence, to each maximal chain we associate a permutation on $N$, $\pi : N \rightarrow N$, such that the additional element between any two consecutive coalitions $S_{i-1}, S_i$ of $C$ is $\pi(i)$. So we have $S_i = \{\pi(1), \pi(2), \ldots, \pi(i)\}$.

**Definition 7** The marginal worth vector $\psi^C \in \mathbb{R}^n$ associated to $C$ and $v$ is defined by

$$\psi^C(j) := v(S_j) - v(S_{j-1}), \quad \forall i \in N,$$

with $j = S_i \setminus S_{i-1}$.

The set of all marginal worth vectors $\psi^C$ for all maximal chains is denoted by $\mathcal{M}(v)$. We can easily get

$$\psi^C(S_i) := \sum_{k=1}^{i} \psi^C(\pi(k)) = \sum_{k=1}^{i} (v(S_k) - v(S_{k-1})) = v(S_i), \forall S_i \in C.$$

**Definition 8** The Weber set $W(v)$ of $v$ is defined as the convex hull of all vectors in $\mathcal{M}(v)$:

$$W(v) := \text{co}(\mathcal{M}(v)).$$

**Theorem 2** For any distributive game $v$, the polytope of the precore is included in the Weber set, i.e., $\mathcal{P}C^F(v) \subseteq W(v)$.

We call all marginal worth vector $\psi^C_r$ associating just to the restricted chains $C_r$ the real marginal worth vectors. The set of all real marginal worth vectors is denoted by $\mathcal{M}^r(v)$.

**Definition 9** The real Weber set is defined as the convex hull of all real marginal worth vectors $\psi^C_r$:

$$W^r(v) := \text{co}(\mathcal{M}^r(v)).$$

**Theorem 3** For any distributive game $v$, the core is included in the real Weber set, i.e., $C(v) \subseteq W^r(v)$.

3.4 Core of Convex Distributive Games

We give our main results as follows.

**Theorem 4** For any distributive game $v$, it is convex if and only if $\mathcal{P}C^F(v) = W(v)$, i.e., $\text{Ext}(\mathcal{P}C(v)) = \mathcal{M}(v)$.

To prove this theorem, we must show some lemmas.

**Lemma 1** If a distributive game $v$ is convex, then the pre-Weber set belongs to the precore:

$$W(v) \subseteq \mathcal{P}C(v).$$

**Lemma 2** If a distributive game $v$ is convex, then any marginal worth vector in $\mathcal{M}(v)$ is a vertex of the precore:

$$\mathcal{M}(v) = \text{Ext}(W(v)) \subseteq \text{Ext}(\mathcal{P}C(v)).$$

**Lemma 3** If a distributive game $v$ is convex, then $\mathcal{P}C^F(v) = W(v)$, or equivalently $\text{Ext}(\mathcal{P}C(v)) = \mathcal{M}(v)$.

For the core, we have a similar result.

**Theorem 5** If a distributive game $v$ is convex, then any payoff vector in $\mathcal{M}^r(v)$ is a vertex of the core:

$$\mathcal{M}^r(v) = \text{Ext}(W^r(v)) \subseteq \text{Ext}(C(v)).$$

**Corollary 1** If a distributive game $v$ is convex, then $C(v) = W^r(v)$, or equivalently $\text{Ext}(C(v)) = \mathcal{M}^r(v)$.

But $C(v) = W^r(v)$ can not imply that $v$ is convex, i.e., $C(v) = W^r(v)$ is not equivalent that $\mathcal{P}C^F(v) = W(v)$.
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1 Introduction

Correlation measures are among the most basic tools in statistical data analysis and machine learning. They are applied to pairs of observations \( (n \geq 2) \)

\[
(x_i, y_i)_{i=1}^n
\]  

(1)
to measure to which extent the two observations comply with a certain model. The most prominent representative is surely Pearson’s product moment coefficient [1, 14], often nonchalantly called correlation coefficient for short. Pearson’s product moment coefficient is applicable to numerical data and assumes a linear relationship as the underlying model; therefore, it can be used to detect linear relationships, but no non-linear ones.

Rank correlation measures [9, 11, 13] are intended to measure to which extent a monotonic function is able to model the inherent relationship between the two observables. They neither assume a specific parametric model nor specific distributions of the observables. They can be applied to ordinal data and, if some ordering relation is given, to numerical data too. Therefore, rank correlation measures are ideally suited for detecting monotonic relationships, in particular, if more specific information about the data is not available. The two most common approaches are Spearman’s rank correlation coefficient (short Spearman’s rho) [16, 17] and Kendall’s tau (rank correlation coefficient) [2, 10, 11].

This paper argues why the well-known rank correlation measures are not ideally suited for measuring rank correlation for numerical data that are perturbed by noise. Consequently, we propose a robust rank correlation measure on the basis of fuzzy orderings. The superiority of the new measure is demonstrated by means of illustrative examples.

2 An Overview of Rank Correlation Measures

Assume that we are given a family of pairs as in (1), where all \( x_i \) and \( y_i \) are from linearly ordered domains \( X \) and \( Y \), respectively. Spearman’s rho is computed as

\[
\rho = 1 - 6 \sum_{i=1}^n (r(x_i) - r(y_i))^2 \frac{1}{n(n^2 - 1)},
\]

where \( r(x_i) \) is the rank of value \( x_i \) if we sort the list \( (x_1, \ldots, x_n) \); \( r(y_i) \) is defined analogously. So, Spearman’s rho measures the sum of quadratic distances of ranks and scales this measure to the interval \([-1, 1]\).

It can be checked easily that a value of 1 is obtained if the two rankings coincide and that a value of -1 is obtained if one ranking is the reverse of the respective other. Note that the above definition of \( r(x_i) \) and \( r(y_i) \) was simplified, because it did not take coinciding values, so-called ties, into account. In such a case, the values \( r(x_i) \) are usually defined as the mean value of all ranks of consecutive coinciding values in the sorted list.

With the same assumptions as above, Kendall’s tau is computed as the quotient

\[
\tau_a = \frac{C - D}{\frac{1}{2}n(n-1)},
\]
where \( C \) and \( D \) denote the numbers of concordant and discordant pairs, respectively:

\[
C = |\{(i, j) \mid x_i < x_j \text{ and } y_i < y_j\}|
\]

\[
D = |\{(i, j) \mid x_i < x_j \text{ and } y_i > y_j\}|
\]

As above, if we have no ties and the two rankings coincide, we have \( \frac{1}{2}n(n-1) \) concordant and no discordant pairs, so \( \tau_a = 1 \); if we have no ties and one ranking is the reverse of the respective other, we have no concordant and \( \frac{1}{2}n(n-1) \) discordant pairs, so a value of \( \tau_a = -1 \) is obtained.

In the above definition of \( \tau_a \), ties, no matter whether in the first or in the second list, are not counted. So ties lower the absolute value of \( \tau_a \). Therefore, \( \tau_a \) is best suited for detecting strictly monotonic relationships, but not ideally suited in the presence of ties. A well-established second variant [11],

\[
\tau_b = \frac{C - D}{\sqrt{\frac{1}{2}n(n-1)} - T \sqrt{\frac{1}{2}n(n-1)} - U},
\]

where

\[
T = |\{(i, j) \mid x_i = x_j\}|, \quad U = |\{(i, j) \mid y_i = y_j\}|
\]

takes ties into account, but is still not fully robust to ties. A simple and tie-robust rank correlation measure is the gamma rank correlation measure according to Goodman and Kruskal [9] that is defined as

\[
\gamma = \frac{C - D}{C + D}.
\]

### 3 Motivation

All rank correlation measures highlighted above have been introduced with the aim to measure rank correlation of ordinal data (e.g. natural numbers, marks, quality classes, ranks). The measurement of rank correlation for real-valued data, however, is equally important in statistics and machine learning, but raises completely new issues. Depending on the source, numerical data are almost always subject to random perturbations—noise. The concepts introduced above do not take this into account. Pairs are counted as concordant or discordant only on the basis of ordering relations, but without taking into account that only minimal differences may decide whether a pair is concordant or discordant. If one observable depends on the other in a clearly monotonic way and if the level of noise is low, then the rank correlation measures introduced above will still reveal this strictly monotonic relationship and will not be compromised by minor local effects of noise. In the presence of a larger percentage of ties, however, already the slightest perturbations may lead to situations in which the above rank correlation coefficients cannot yield meaningful results anymore. Consider the data sets in Figure 1. We see a monotonic, yet not strictly monotonic, relationship. The left plot shows data without noise, i.e. \( y_i = f(x_i) \) for a non-decreasing function \( f \). For these data, we obtain \( \rho = 0.737 \), \( \tau_b = 0.639 \) and \( \gamma = 1 \) (which confirms that \( \gamma \) is most robust to ties). The middle plot shows the same data, but with additive normally distributed noise with zero mean and \( \sigma = 0.001 \). Although it is hard to see the noise at all, we obtain \( \rho = 0.519 \) and \( \tau_a = \gamma = 0.387 \). These results indicate that none of the three measures can adequately handle a large proportion of ties in the presence of noise. For \( \sigma = 0.01 \) (right plot), the values are slightly lower, but not significantly: \( \rho = 0.456 \) and \( \tau_b = \gamma = 0.331 \). So we can conclude that it is rather the presence of noise in general than the magnitude of noise that distracts the three rank correlation measures.

The obvious reason for the weakness described above is the fact that all measures only take ordering relationships into account, but neglect similarities of data points. To illustrate that, consider the two pairs \( (a, c) \) and \( (b, c) \), where \( b > a \). Obviously, this is a tie in the second component. If we add some noise to the second component of the second pair, i.e., if we replace \( (b, c) \) by \( (b, c + \varepsilon) \), then \( \varepsilon \) decides whether \( ((a, c), (b, c + \varepsilon)) \) is a tie (for \( \varepsilon = 0 \), concordant (\( \varepsilon > 0 \), or discordant (\( \varepsilon < 0 \)), where the magnitude of \( \varepsilon \) plays no role at all. So we observe a discontinuous behavior. This toy example thereby serves as a proof that all measures introduced above depend on the data in a discontinuous way.

The question arises how we can define a robust rank correlation measure that depends continuously on the data by taking similarities into account, but still serves as a meaningful measure of rank correlation. Obviously, the measure should be designed such that close-to-tie pairs receive less attention than pairs that are clearly concordant or discordant. A reasonable idea would be to base such a concept on the probabilities to which concordant/discordant pairs are observed as such compared to the probabilities that they are falsely observed as something else. That may be a reasonable approach. Note, however, that such probabilities can
only be computed if we know the joint distribution of
x and y values or at least if we make distribution as-
mumptions. In practice, such information is most often
unavailable and, surely, we do not want to sacrifice the
unique feature of rank correlation measures that they
are distribution-free.
In our opinion, fuzzy orderings provide a meaningful
way to overcome the difficulties explained above.

4 Fuzzy Orderings

Before we can introduce a fuzzy ordering-based rank
correlation coefficient, we need to provide some ba-
sics of fuzzy orderings. We restrict to an absolutely
necessary minimum and refer to literature for details.
We assume that the reader is aware of the most basic
concepts of triangular norms and fuzzy relations.
A fuzzy relation $R : X^2 \rightarrow [0,1]$ is called fuzzy ordering
with respect to a t-norm $T$ and a $T$-equivalence $E$, for
brevity $T$-$E$-ordering, if and only if it is $T$-transitive
and fulfills the following two axioms for all $x, y \in X$:

(i) $E$-Reflexivity: $E(x,y) \leq L(x,y)$

(ii) $T$-$E$-antisymmetry: $T(L(x,y), Y(y,x)) \leq E(x,y)$

Moreover, we call a $T$-$E$-ordering $L$ strongly complete
if $\max (L(x,y), L(y,x)) = 1$ for all $x, y \in X$ [4].
Several correspondences between distances and fuzzy
equivalence relations are available [6, 7, 12, 18]. From
these results, we can easily infer that (assume $r > 0$
in the following)

$$E_r(x,y) = \max(0, 1 - \frac{1}{r}|x-y|)$$

is a $T_L$-equivalence on $\mathbb{R}$, where $T_L(x,y) = \max(0, x + y - 1)$ denotes the Lukasiewicz t-norm. Analogously,

$$E'_r(x,y) = \exp(-\frac{1}{r}|x-y|)$$

is a $T_P$-equivalence on $\mathbb{R}$, where $T_P(x,y) = xy$ denotes the product t-norm.

Based on a general representation theorem for strongly
complete fuzzy orderings [4], we can further prove that

$$L_r(x,y) = \min(1, \max(0, 1 - \frac{1}{r}(x-y)))$$

is a strongly complete $T_L$-$E_r$-ordering on $\mathbb{R}$ and that

$$L'_r(x,y) = \min(1, \exp(-\frac{1}{r}(x-y)))$$

is a strongly complete $T_P$-$E'_r$-ordering on $\mathbb{R}$. As $T_L \leq T_P$, we can trivially conclude that $L'_r$ is also a strongly
complete $T_L$-$E'_r$-ordering.

In order to generalize the notion of concordant and
discordant pairs, we need the notion of a strict fuzzy
ordering. We call a binary fuzzy relation $R$ a strict
ordering with respect to $T$ and a $T$-equivalence $E$, for brevity $T$-$E$-ordering, if it is irreflexive
(i.e. $R(x,x) = 0$ for all $x \in X$), $T$-transitive, and $E$-
extensional, that is,

$$T(E(x,x'), E(y,y'), R(x,y)) \leq R(x', y')$$

for all $x, x', y, y', z \in X$ [5].
Given a $T$-$E$-ordering $L$,

$$R(x,y) = \min(L(x,y), N_T(L(y,x)))$$

where $N_T(x) = \sup\{y \in [0,1] \mid T(x,y) = 0\}$ is the
residual negation of $T$, is the most appropriate choice
for extracting a strict fuzzy ordering from a given
fuzzy ordering $L$ (for a detailed argumentation, see
[5]). From this construction, we can infer that the
fuzzy relation

$$R_r(x,y) = \min(1, \max(0, \frac{1}{r}(y-x)))$$

is a strict $T_L$-$E_r$-ordering and that

$$R'_r(x,y) = \max(0, 1 - \exp(-\frac{1}{r}(y-x)))$$

is a strict $T_L$-$E'_r$-ordering.
If a given $T_L$-$E$-ordering $L$ is strongly complete, it can be
proved that the fuzzy relation $R$ defined as in (2) simplifies to

$$R(x,y) = 1 - L(y,x)$$

and that the following holds:

$$R(x,y) + E(x,y) + R(y,x) = 1 \quad \min(R(x,y), R(y,x)) = 0$$

5 A Fuzzy Ordering-Based Rank
Correlation Coefficient

The previous section has provided us with the appar-
atus that is necessary to define a generalized rank
 correlation measure. Assume that the data are given
as in (1) again (with $x_i \in X$ and $y_i \in Y$ for all $i = 1, \ldots, n$). Further assume that we are given two $T_L$-
equivalences $E_X : X^2 \rightarrow [0,1]$ and $E_Y : Y^2 \rightarrow [0,1]$, a strongly complete $T_L$-$E_X$-ordering $L_X : X^2 \rightarrow [0,1]$ and a strongly complete $T_L$-$E_Y$-ordering $L_Y : Y^2 \rightarrow [0,1]$. Therefore, we can define a strict $T_L$-$E_X$-ordering
on $X$ as $R_X(x_1, x_2) = 1 - L_X(x_2, x_1)$ and a strict $T_L$-
$E_Y$-ordering on $Y$ as $R_Y(y_1, y_2) = 1 - L_Y(y_2, y_1)$.
Spearman’s rho is based on rankings. Rankings are
crisp concepts in which it is not easy to accommodate
degrees of relationship in a straightforward way. Thus
it is more meaningful to use pairwise comparisons to
define a concept of rank correlation, just like Kendall’s tau and the gamma measure do.

Given an index pair \((i, j)\), we can compute the degree to which \(((x_i, y_i), (x_j, y_j))\) is a concordant pair as

\[
\tilde{C}(i, j) = \min(R_X(x_i, x_j), R_Y(y_i, y_j))
\]

and the degree to which \(((x_i, y_i), (x_j, y_j))\) is a discordant pair as

\[
\tilde{D}(i, j) = \min(R_X(x_i, x_j), R_Y(y_j, y_i)).
\]

If we adopt the simple sigma count idea to measure the cardinality of a fuzzy set \([8]\), we can compute the numbers of concordant pairs \(\tilde{C}\) and discordant pairs \(\tilde{D}\), respectively, as

\[
\tilde{C} = \sum_{i=1}^{n} \sum_{j \neq i} \tilde{C}(i, j),
\]

\[
\tilde{D} = \sum_{i=1}^{n} \sum_{j \neq i} \tilde{D}(i, j).
\]

The question arises whether we should attempt to generalize \(\tau_a, \tau_b\) or \(\gamma\). As the main motivation is to get rid of the influence of close-to-ties pairs in the presence of noise, it is immediate that the idea behind \(\gamma\) is the most promising one. So, with the assumptions from above, we define our fuzzy ordering-based rank correlation measure \(\tilde{\gamma}\) as

\[
\tilde{\gamma} = \frac{\tilde{C} - \tilde{D}}{\tilde{C} + \tilde{D}}.
\]

To interpret the meaning of \(\tilde{\gamma}\), we note that, for all index pairs \((i, j)\), the equality

\[
\tilde{C}(i, j) + \tilde{C}(j, i) + \tilde{D}(i, j) + \tilde{D}(j, i) + \tilde{T}(i, j) = 1
\]

holds, where \(\tilde{T}(i, j)\) denotes the degree to which \((i, j)\) is a tie in either variable:

\[
\tilde{T}(i, j) = \max(E_X(x_i, x_j), E_Y(y_i, y_j))
\]

Moreover, we can infer the following:

\[
\tilde{C} = \sum_{i=1}^{n} \sum_{j > i} (\tilde{C}(i, j) + \tilde{C}(j, i))
\]

\[
\tilde{D} = \sum_{i=1}^{n} \sum_{j > i} (\tilde{D}(i, j) + \tilde{D}(j, i))
\]

Thus, by \((5)\), \(\tilde{C} + \tilde{D}\) equals the number of non-tie pairs if we consider each choice of indices \(i, j\) only once (in contrast to considering \((i, j)\) and \((j, i)\) independently for each \(i\) and \(j\)). So \(\tilde{\gamma}\) measures the difference of concordant and discordant pairs relative to the number of non-tie pairs; the concept of “tiedness” is a fuzzy one, however.

It is obvious that, in case that \(E_X\) and \(E_Y\) are crisp equalities and that \(R_X\) and \(R_Y\) are crisp linear strict orderings, that \(\tilde{\gamma}\) coincides with \(\gamma\). So what is the difference if \(R_X\) and \(R_Y\) are non-trivial fuzzy relations? The above interpretation shows that concordant/discordant pairs are counted more if they are dissimilar and less if they are similar—which perfectly corresponds to our intention. Let us demonstrate this fact with an example.

Assume \(X = Y = \mathbb{R}\), \(E_X = E_Y = E_r\), and \(R_X = R_Y = R_r\) for some \(r > 0\). Fixing some \(x_i\) and \(y_i\) and considering \(\tilde{C}(i, j) + \tilde{C}(j, i) + \tilde{D}(i, j) + \tilde{D}(j, i)\) and \(\tilde{T}(i, j)\) as functions of the two variables \(x_i\) and \(y_j\), the graphs shown in Figure 2 can be obtained. It can be seen that pairs are counted fully if \(|x_i - x_j| > r\) and \(|y_i - y_j| > r\) (i.e. like in the classical \(\gamma\) measure). If one of the two distances is smaller than \(r\), the pair is considered as a tie to the corresponding degree \(\tilde{T}(i, j)\) and only counted to a degree of \(1 - \tilde{T}(i, j)\). One also sees that, if \(r\) is chosen so large that \(|x_i - x_j| \leq r\) and \(|y_i - y_j| \leq r\) for all pairs, all pairs are counted to a degree proportionally to the minimum of these two distances. If the relations \(E_X = E_Y = E_r\), and \(R_X = R_Y = R_r\) are used, the effect is qualitatively similar, \(r\) also controls to which degree a close-to-tie pair is counted, also in a monotonic, yet asymptotic fashion (see Figure 3).

It is clear from the above examples that, the smaller \(r\), the more \(\tilde{\gamma}\) resembles to \(\gamma\). For both, the variant based on \(E_r/R_r\) and the variant based on \(E'_r/R'_r\), it can be proved that \(\tilde{\gamma}\) converges to \(\gamma\) for \(r \to 0\).
Towards a Robust Rank Correlation Measure for Numerical Observations on the Basis of Fuzzy Orderings

6 Experiments

Let us first reconsider the example from Section 3. More specifically, we are given 100 uniformly distributed random values \((x_1, \ldots, x_{100})\) from the unit interval. The list \((y_1, \ldots, y_{100})\) is computed as \(y_i = f(x_i)\), where \(f\) is a simple, piecewise linear, non-decreasing function that has a relatively large flat area. In order to study how different rank correlation measures react to noise, we contaminated the data points with additive, independent, normally distributed noise with 0 mean and standard deviation \(\sigma\). Figure 4 shows these data sets. Figure 6 displays the results that we obtained for different rank correlation measures. We compared \(\rho\), \(\tau_0\), \(\gamma\) and different variants of \(\tilde{\gamma}\). Every line in Figure 6 corresponds to the results obtained by one rank correlation measure depending on the noise level \(\sigma\). The two lines for \(\tau_0\) (dotted, black) and \(\gamma\) (dotted, light gray) coincide except for no noise \((\sigma = 0)\). Both lines reveal that these two measures react to noise in an non-robust way. More or less the same is true for \(\rho\) (dotted, medium gray). The other lines correspond to different variants of \(\tilde{\gamma}\). Solid lines correspond to \(\tilde{\gamma}\) using \(R_x\) and dashed lines denote the results for \(\tilde{\gamma}\) using \(R'_x\) (where we use the same \(r\) for both components). We used \(r = 0.05\) (black), \(r = 0.2\) (medium gray), and \(r = 0.5\) (light gray). We see that all six different variants react to the noise in a more robust way than the three crisp measures. Clearly, the higher \(r\), the more noise is neglected. Note, however, that, the larger \(r\), the more difficult it is for \(\tilde{\gamma}\) to find out whether there are slightly non-monotonic parts in the data.

So let us consider a different setting. Now we fix the noise level \(\sigma = 0.01\) and use different functions to create the second list \((y_1, \ldots, y_{100})\). Right of \(x = 0.5\), we use \(f(x) = \frac{x}{2} + \frac{1}{4}\) and to the left or \(x = 0.5\), we linearly interpolate between \((0, q)\) and \((0.5, 0.5)\). It is clear, that this relationship is monotonic if and only if \(q \leq 0.5\). The data sets are displayed in Figure 5 and the results are presented in Figure 7, where we use the same conventions to distinguish the lines as in Figure 6. We see that all variants of \(\tilde{\gamma}\) show acceptable results for \(q \leq 0.5\), whereas \(\rho\), \(\tau_0\) and \(\gamma\) again have problems to handle the noise in case of the large proportion of ties that occurs for \(q = 0.5\). We also see that \(\tilde{\gamma}\) already yields significantly lower values for \(q = 0.6\) in the case \(r = 0.05\) (no matter which of the two variants is considered). For larger \(r\), however, we see that \(\tilde{\gamma}\) cannot detect the slight non-monotonicity for \(q = 0.6\) that well. These two examples demonstrate that, when choosing \(r\), there is a trade-off between robustness (the larger \(r\), the better) and sensitivity (the smaller \(r\), the better).

As a third set of experiments, we have tried to figure out the variance of \(\tilde{\gamma}\). For this study, we have computed all rank correlation measures used in the above experiments for different test data several times and computed the variance of the results. In all experiments, we have encountered that \(\tau_0\) and \(\gamma\) had higher variances than all variants of \(\tilde{\gamma}\). The variances we obtained for different variants of \(\tilde{\gamma}\) obeyed a simple

Figure 4: Different data sets obtained from contaminating a non-decreasing relationship by normally distributed noise with different standard deviations.

Figure 5: Noisy data sets that correspond to monotonic \((q \leq 0.5)\) and non-monotonic relationships \((q > 0.5)\).
and unsurprising rule: the larger $r$, the smaller the variance. Interestingly, the variances we obtained for Spearman's $\rho$ were also very low, comparable to the lower values for $\tilde{\gamma}$ with a large $r$.

Note that the authors have carried out numerous experiments to solidify the above claims. As the space in this paper is limited, we just quoted the most interesting and demonstrative results.

7 Concluding Remarks

This paper, as the appellative term “towards” in the title suggests, attempts to present first ideas that the authors consider promising. The examples of the previous section are intended to support this viewpoint. They are illustrative and indicative, but they cannot replace a formal investigation of the properties of $\tilde{\gamma}$. As it has been done exhaustively for Spearman’s $\rho$ and Kendall’s $\tau$, a significance analysis and a variance analysis have to be carried out. Note, however, that this cannot be done analogously for $\tilde{\gamma}$. Both Spearman’s $\rho$ and Kendall’s $\tau$ are fully determined by the ranking of the lists $(x_1, \ldots, x_n)$ and $(y_1, \ldots, y_n)$. Thus, combinatorial techniques can be used to study variances and significance levels [11]—not so for $\tilde{\gamma}$ that always depends on the distance relationships of the values, too, so this analysis can only be done by some distribution assumptions. These studies are left to future research.

To determine the right choice for the parameter $r$ is another open question. As we have noted above, there is a trade-off between robustness on the one side and sensitivity/significance on the other side. This topic goes hand in hand with a more formal statistical analysis. Profound results concerning the choice of $r$, again, can only be expected with specific distribution assumptions. In any case, we want to note in advance that $\tilde{\gamma}$ depends continuously on $r$, so at least we can be sure that $\tilde{\gamma}$ will react robust to slightly sub-optimal choices of $r$.

Finally, we would like to remark that this investigation was inspired by a problem in bioinformatics: how to infer sets of co-transcribed genes in procaryotic genomes (so-called operons) from the gene expression levels measured by microarray experiments [3, 15, 2]. It will also be subject of future research to evaluate the rank correlation measures introduced in this paper in this domain.
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Figure 6: Results obtained by applying different rank correlation measures to the data sets shown in Figure 4.

Figure 7: Results obtained by applying different rank correlation measures to the data sets shown in Figure 5.
Abstract

Industrial databases often contain a large amount of unfilled information. During the knowledge discovery process one processing step is often necessary in order to remove these incomplete data either by deleting or assessing them. When the data mining task consists in mining for frequent sequences, incomplete data are, most of the time, deleted, which leads to an important loss of information. Extracted knowledge then becomes less representative of the database. Therefore we propose a method that uses the partial information contained in incomplete records, only temporary ignoring the missing part of the record. Experiments run on various synthetic datasets show the validity of our proposal as well in terms of quality as in terms of the robustness to the rate of missing values.

Keywords: Data mining, sequential patterns, missing values, incomplete data.

1 Introduction

For the last decade, data mining application fields have widened. Approaches which were designed for specific applications are now applied to other ones. Especially it is the case of sequential patterns. This data mining technique aims at discovering knowledge from temporal databases. First designed to analyze customer behavior, they are now used in various industrial or biological fields. The searched datasets are sets of time-stamped records. Each of them is constituted of a set of values.

But sequential pattern approaches must be adapted, these kinds of data having different format or some of them being imperfect. In particular, industrial databases often contain incomplete data (records containing unfilled attributes) due to breakdowns or errors, for instance. However existing methods only allow the analysis of complete data, without considering incomplete records, which may represent an important loss of information. Besides, replacement of missing values or their estimation are often either too simplistic to perform unbiased results, or too time-consuming to be applied on large datasets. For this reason it could be useful to implement a method for mining sequential patterns within incomplete databases.

In this paper we propose an extension of the principles originally developed by [2] in order to discover frequent sequences within databases containing values missing at random. This approach was designed on the basis of an association rule method for mining incomplete databases [14] and of a technique often used in machine learning [8]: ignoring missing values without ignoring the whole involved record. This principle consists in only making use of available information (i.e. filled-in attributes) and ignoring missing information. Thus only partial complete databases are mined for each pattern and the whole dataset is used to discover all the patterns.

We here redefine this principle for sequential pattern mining, thus proposing to discover maximal frequent sequences within time-stamped incomplete databases. For this reason, we adapt the concepts linked to sequential pattern discovery, leading to the SPoID (Sequential Patterns over Incomplete Data) algorithm. This algorithm uses a well-known and efficient sequential pattern mining algorithm, PSP [9]. It has been tested on synthetic datasets to show the validity of our approach.

The remainder of the paper is organized as follows. Section 2 introduces the methods for association rule mining in the presence of missing values, and the concepts linked to sequential pattern discovery. Section 3 details our approach to mine for sequential patterns within incomplete data, and we describe our algorithm in Section 4. Section 5 is then dedicated to experiments that show the validity of our approach. Finally,
we discuss in Section 6 further work opened by this proposal and we conclude in Section 7.

2 Sequential Patterns and Incompleteness

Sequential patterns are often introduced as an extension of association rules, initially proposed in [1]. They highlight correlations between database records as well as their temporal relationship. Even so these algorithms do not mine incomplete records contained in the database. These missing values must then be removed either by deletion or replacement. Quality of results then depends on this preprocess. Moreover this step is often time-consuming. In order to reduce the preprocessing due to missing values and to improve the sequential pattern quality, we propose a method for sequential pattern mining within incomplete databases. This method is based on association rules approaches. In this section we first define the concepts linked to sequential pattern mining, then we detail our motivations before introducing techniques that allow association rule mining handling missing values.

2.1 Sequential Patterns

Sequential patterns are based on the idea of maximal frequent sequences. Let $R$ be a set of objects records where each record $r$ consists of three information elements: an object-id, a record timestamp and a set of attributes/items in the record. Let $I = \{i_1, i_2, ..., i_m\}$ be a set of items or attributes. An itemset is a non-empty set of attributes $i_k$, denoted by $(i_1 i_2 ... i_k)$. It is a non-ordered representation. A sequence $s$ is a non-empty ordered list of itemsets $s_p$, denoted by $\langle s_1 s_2 ... s_p \rangle$. A $n$-sequence is a sequence of $n$ items (or of size $n$).

Example 1. Let us consider an example of market basket analysis. The object is a customer, and records are the transactions made by this customer. Timestamps are the date of transactions. If a customer purchases products $e, a, k, u, f$ according to the sequence $s = \langle (e) (a k) (u) (f) \rangle$, then all items of the sequence were bought separately, except products $a$ and $k$ which were purchased at the same time. In this example, $s$ is a 5-sequence.

One sequence $S = \langle s_1 s_2 ... s_{p} \rangle$ is a subsequence of another one $S' = \langle s'_1 s'_2 ... s'_{m} \rangle$ if there are integers $l_1 < l_2 < ... < l_p$ such that $s_1 \subseteq s'_{l_1}$, $s_2 \subseteq s'_{l_2}$, ..., $s_p \subseteq s'_{l_p}$.

Example 2. The sequence $s' = \langle (a) (f) \rangle$ is a subsequence of $s$ because $(a) \subseteq (a k)$ and $(f) \subseteq (f)$. However, $\langle (a) (k) \rangle$ is not a subsequence of $s$.

All records from the same object $o$ are grouped together and sorted in increasing order of their timestamp. They are called a data sequence. An object supports a sequence $s$ if it is included within the data sequence of this object ($s$ is a subsequence of the data sequence). The frequency of a sequence ($freq(s)$) is defined as the percentage of objects supporting $s$ in the whole set of objects $O$. In order to decide whether a sequence is frequent or not, a minimum frequency value ($minFreq$) is specified by the user and the sequence is said to be frequent if the condition $freq(s) \geq minFreq$ holds. A sequence that may be frequent is a candidate sequence. Given a database of object records, the problem of sequential pattern mining is to find all maximal sequences of which the frequency is greater than a specified threshold ($minFreq$) [2]. Each of these sequences represents a sequential pattern, also called a maximal frequent sequence.

Several extensions were proposed to consider incremental mining for sequential patterns [10], to handle numerical and quantitative values [7, 3, 6] or to generalize sequential patterns with respect to various temporal parameters (time-interval between events of a sequence, grouping several records into a single itemset...) [15, 11, 5]. However, no technique was proposed to deal with missing values while sequential pattern mining. For this reason, in the following sections, we propose an approach that can mine maximal frequent sequences from an incomplete sequence database.

2.2 Motivations

Let us consider the database given by Table 1. The goal is to extract the sequential patterns with a minimum frequency equal to 50%.

<table>
<thead>
<tr>
<th>O</th>
<th>Seq.</th>
<th>O</th>
<th>Seq.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O_1$</td>
<td>(a b) (b c d) (b c e)</td>
<td>$O_1$</td>
<td>(a) (b c) (b d)</td>
</tr>
<tr>
<td>$O_2$</td>
<td>(a) (b) (b d)</td>
<td>$O_2$</td>
<td>(a) (b c) (b d)</td>
</tr>
<tr>
<td>$O_3$</td>
<td>(a b) (b c) (b c d)</td>
<td>$O_3$</td>
<td>(a b) (b c) (b d)</td>
</tr>
</tbody>
</table>

The sequential patterns obtained are: $\langle (a b) (b c d) \rangle$, $\langle (a b) (b c) \rangle$ and $\langle (a) (b c) (b d) \rangle$. Now, let us consider the incomplete database given by Table 2.

Some information in the data sequences has not been filled in and these values are missing. Let us consider that these values are identified as missing and unfiled. In order to mine for patterns, previous approaches require the suppression of missing values.

During the pre-processing step, incomplete records may either be completely deleted, which leads to the dataset in Table 3, or be partially but definitively deleted (only missing values are removed), as shown...
by Table 4.

<table>
<thead>
<tr>
<th>O1</th>
<th>Seq.</th>
</tr>
</thead>
<tbody>
<tr>
<td>O2</td>
<td>(a)(b)</td>
</tr>
<tr>
<td>O3</td>
<td>(a)</td>
</tr>
</tbody>
</table>

Table 3: After incomplete record deletion.

<table>
<thead>
<tr>
<th>O1</th>
<th>Seq.</th>
</tr>
</thead>
<tbody>
<tr>
<td>O2</td>
<td>(a)(b)(c)</td>
</tr>
<tr>
<td>O3</td>
<td>(a)</td>
</tr>
</tbody>
</table>

Table 4: After missing value deletion.

Consider the first pre-processing, discovered pattern minFreq = 50% is: <(a b)>.

In the best case, Table 4, resulting patterns for minFreq = 50% are: <(a b)(c)(c)> and <(a)(c)(b)>. Note that only a short part of the database is used to discover information and only part of frequent patterns and frequent items of the complete dataset are found. In particular, item d is not frequent in the incomplete database.

As deleting missing values or incomplete records leads to an important loss of information, using the whole dataset without deletion appears essential. In Section 3, we thus propose an approach that uses partial and temporary disabling of incomplete data. All the records will then be used for discovering all the sequential patterns, but each of them is extracted from a partial dataset. This method has been instigated from an association rule approach.

2.3 Association Rules and Missing Values

Some works were proposed to discover association rules within incomplete databases. Especially, [12, 13] implement an assessment systems based on a probabilistic distribution. With this approach one missing value can represent various values while mining for association rules. These methods are particularly well-suited to classical non-historized relational databases, but they are not easily adaptable to the specific format of data sequence detailed in section 2.1.

That is the reason why we chose to start our approach from the RAR algorithm (Robust Association Rules), proposed by [14]. This method, fully compatible with the original proposal [1], allow the user to consider incomplete data while association rule mining within incomplete relational databases, thanks to partial and temporary omission of such incomplete records. The main idea consists in only taking into account filled-in attributes in incomplete records. The whole database is not used to discover each rule but to generate the whole set of rules. This technique is based on the valid database concept, which is a complete dataset for a given itemset. The remaining part of the database is temporary ignored.

In order to consider this dataset partitioning, definitions of support (percentage of records in database that include the rule items) and confidence (probability for a record to contain the right part of the rule knowing it contains the left part) were reformulated. Furthermore, a new concept was introduced to take into account the size of the complete sample used to compute the rule support. This representativity measure also allow to prune rules that are slightly significant with respect to the initial database.

From this principle we redefine in the next section the definitions linked to sequential pattern mining previously detailed. These new definitions are then used by our algorithm to mine incomplete sequence database.

3 SPoID: Dealing with Incomplete Data

3.1 Sequential Patterns over Incomplete Data (SPoID)

As deleting incomplete records leads to an important loss of information we adapted an association rule mining approach robust to missing values. In this section we describe our method, SPoID (Sequential Patterns over Incomplete Data), based on the principles of the RAR algorithm proposed by [14].

The main idea of our approach, as the one of the RAR method, is incomplete elements disabling, within our context, incomplete sequences. While the RAR algorithm only regards complete records for association rules mining, we propose to only take into account the complete data sequences for each candidate sequence. In other words, when an incomplete data sequence is scanned, only filled-in time-stamped attributes will be considered for frequency calculation. Thus each candidate sequence will be considered as a frequent sequence on a partial dataset, but the whole dataset will be used to find the whole set of frequent sequences.

Let us consider a candidate sequence S, the set O of objects in the database can be divided into three disjoint subsets (Figure 1): the set of data sequences supporting S, denoted by O_S, the set of data sequences not supporting S, denoted by O_{\bar{S}}, and the set of data sequences that we do not know if they support S or not, denoted by O^*_S.

<table>
<thead>
<tr>
<th>O_S</th>
<th>Data sequences supporting S</th>
</tr>
</thead>
<tbody>
<tr>
<td>O_{\bar{S}}</td>
<td>Data sequences that may support S</td>
</tr>
<tr>
<td>O^*_S</td>
<td>Data sequences not supporting S</td>
</tr>
</tbody>
</table>

Figure 1: Partition of the database depending on S inclusion.
3.2 Definitions

For each candidate sequence $S$, only the subsets $O_S \cup O_{S'}$ will be kept to determine whether the sequence $S$ is frequent or not. This data sequence set represents the valid database for $S$.

**Definition 1.** A valid database is a database only containing complete data sequences for a given candidate sequence, i.e. each value of each record in the data sequence corresponds to an identified item $i$ of $I$, the set of items in the database.

Constitution of a valid database leans on temporary disabling data sequences that contain missing values for items in the candidate sequence. This implies to redefine the frequency calculation to take into account the database partial deactivation.

**Definition 2.** A data sequence is disabled for a candidate sequence $S$ if it is incomplete for $S$ (i.e. we cannot decide whether it supports $S$ or not). The set of data sequence disabled for a candidate sequence $S$ is denoted by $\text{Dis}(S)$.

The frequency definition given in section 2.1 is then modified in order to consider the valid database concept, and thus that only one part of the dataset is used for frequency calculation.

**Definition 3.** The frequency of a sequence $S$ is the appearance rate of this sequence among the data sequences that can support it. It is defined as the ratio of the number of data sequences supporting $S$ by the number of data sequences that surely include $S$ or not (complete data sequences for $S$). It is given by:

$$\text{Supp}(S) = \frac{|O_S|}{|O| - |\text{Dis}(S)|}$$

**Property 1.** Considering minor restrictions, this definition holds the antimonotonicity property of the support definition enounced by [2].

**Proof.**

$$\text{Supp}(S) = \frac{|O_S|}{|O| - |\text{Dis}(S)|} = \frac{|O_S|}{|O_S| + |O_{S'}|} = \frac{1}{1 + \frac{|O_{S'}|}{|O_S|}}$$

However, if $S' \subseteq S$, then $|O_{S'}| \geq |O_S|$. Indeed, if a sequence $S'$ is supported by the data sequence of an object $o$, then either this object supports its supersquence $S$ or it does not support it, or we do not know. But in any case, any object that does not support $S'$ cannot include its supersquence $S$. Moreover, if $S' \subseteq S$, then $|O_{S'}| \geq |O_{S'}|$. Indeed, $o \in O_{S'} \Rightarrow \exists i \in I \setminus s_k \not\subseteq o$, however $S' \subseteq S \Rightarrow \forall i, \exists s_k \setminus s'_k \not\subseteq s_k$, then $\exists k \setminus s_k \not\subseteq o$ and, in that case, $o$ does not include $S$.

Considering that none of these cardinalities is null, both inequalities 3.2 and 3.2 can be multiplied member to member. That leading to:

$$|O_S||O_{S'}| \geq |O_S||O_{S'}| \implies 1 + \frac{|O_{S'}|}{|O_S|} \geq 1 + \frac{|O_{S'}|}{|O_S|}$$

Then, the support definition for valid databases holds the antimonotony property.

As the new support definition is antimonotonic, we can use the various properties described in [2] in order to implement the sequential mining algorithm within incomplete databases. However, the frequency concept must also be regarded taking into account the size of the valid database used to compute it. Therefore we define a representativity criteria and a minimum representativity threshold $\text{minRep}$, that must be satisfied: a valid database must be a significative sample of the whole dataset for a sequence $S$ to be frequent, even if the condition $\text{freq}(S) \geq \text{minFreq}$ holds.

**Definition 4.** The representativity $\text{Rep}(S)$ of a sequence $S$ is defined as the ratio of the number of data sequences including $S$ or that cannot include it by the total number of data sequences in the whole dataset. It is given by:

$$\text{Rep}(S) = \frac{|O| - |\text{Dis}(S)|}{|O|}$$

**Definition 5.** A sequence is said to be representative if its representativity is greater than a minimum representativity value $\text{minRep}$.

In other words, to be kept as frequent, a candidate sequence must have a representativity greater than the minimum representativity threshold $\text{minRep}$ and its frequency must be no less than the user-defined minimum threshold $\text{minFreq}$.

3.3 Representativity Threshold and Margin of Error

Statistics use sampling techniques that allow to only consider a population subset to assess a proportion, satisfying an error interval with a sufficient confidence. These tools help to determine the optimal sampling size depending on the data distribution. Thus considering a random data distribution, [16] uses the Chernoff bound to set the minimal size of a random sample for association rule mining. This result was also proved theoretically and experimentally by [17].

We thus propose to use two kinds of representativity depending on the user needs: the minimum representativity threshold can be defined either by the
user as a percentage of the dataset size, or it can be an absolute number of data sequences computed from statistics formula related to the data distribution and user-defined parameters for error and confidence level. However, our experiments show that the optimal representativity threshold is not an absolute value but rather depends on the missing value rate of datasets.

4 Implementation

4.1 An Example

The incomplete database used in this example is given by Table 2. Let minFreq be 50%. First support and representativity are computed for each item to determine which one are frequent. Item a is certainly supported by the three objects, then its frequency is \( \text{freq}(a) = 3/3 = 100\% \) and its representativity is equal to 1. It is the same for items b and c.

For item d, \( O_{d>} = \{O2\} \) and \( \text{Dis}(d) = \{O1, O3\} \), then \( \text{freq}(d) = 1/(3-2) = 1 \) and \( \text{rep}(d) = (3-2)/3 = 0.33 \). If \( \text{minRep} \) is 0.3, then \( \text{rep}(d) > \text{minRep} \) and d is a frequent item. On the other hand, if \( \text{minRep} = 0.4 \), then \( \text{rep}(d) < \text{minRep} \) and d is not a frequent item because the valid database regarded to compute its frequency is not significant enough.

Let us consider \( \text{minRep}=0.3 \). Now we consider the candidate sequence \( S = <(a b)(a b c d)> \). This sequence cannot be supported by one of the data sequence, because none of them contains an itemset composed of 4 items, either complete or not. Then \( \mathcal{O}_S = \{\} \), \( \text{Dis}(S) = \{\} \) and \( \mathcal{O}_d = \{O1, O2, O3\} \) and \( \text{freq}(S)=0 \). S is not frequent. Now we consider \( S' = <(a b)(b c)> \). It is supported by \( O1 \), it cannot be supported by \( O2 \) but maybe by \( O3 \). Then, \( \mathcal{O}_{S'} = \{O1, O3\} \), \( \text{Dis}(S') = \{O3\} \), and \( \mathcal{O}_d = \{O2\} \). That leads to \( \text{freq}(S') = 1/(3-1) = 50\% \) and \( \text{rep}(S') = (3-1)/3 = 0.67 \). \( S' \) is then both representative and frequent.

Applying this method, discovered patterns for \( \text{minFreq}=50\% \) and \( \text{minRep} = 0.3 \) are: \( <(a b)(c)(b c)> \) and \( <(a)(c)(b d)> \). Even if these patterns are not exactly the one obtained on the complete database, they are closer to the one we should get than the one discovered using the preprocessed dataset. Experiments detailed in section 5 show that there exists a value of the minimum representativity for which the algorithm SPoID extracts the whole set of sequential patterns of the complete database from an incomplete one.

4.2 Algorithm

The algorithm SPoID runs similarly to the generate-prune sequential pattern mining algorithms. It consists in generating all the candidate \( k \)-sequences from the frequent \( (k-1) \)-sequences. Then the database is scanned to count the number of data sequences that support each candidate sequence. The main difference stands in the counting of incomplete data sequences. This counting step is described by the algorithm Alg. 1: for each candidate sequence, for each object,

- if the candidate sequence is found, the absolute value of the frequency is incremented,
- if the candidate sequence is not found nor a sequence with missing values that could be replaced to complete the candidate sequence, then the object does not support the candidate sequence. The absolute frequency is not incremented,
- an incomplete data sequence in which missing values could be replaced by items of the candidate sequence is found. In that case, the object is added to the disabled object set.

Once the whole dataset scanned, the absolute value of the frequency is divided by the subtraction of the number of disabled objects to the number of objects in the database. The representativity is also computed. Then the pruning step is run to delete candidate sequences that are neither frequent nor representative.

**SPoID - Input:** \( \mathcal{O} \), sequence database, \( \text{minSup} \), minimum support \( \text{minRep} \), minimum representativity (user-defined or computed)

**Output:** SPList, frequent sequence list

\[
C \leftarrow \{i \in \mathcal{I} \mid k = 1\} ; \quad F \leftarrow \text{getFrepnRep}(C, \text{minFreq}, \text{minRep}) ; \\
\text{SPList.add}(F) ; \\
\text{While } (C \neq \emptyset) \text{ do} \\
\quad k++ ; \quad C \leftarrow \text{generate}(F, k) ; \\
\quad \text{For each candidate sequence } s \in C \text{ do} \\
\quad \quad \text{For each object } o \in \mathcal{O} \text{ do} \\
\quad \quad \quad \text{[Search for } s \text{ within } S_o] \\
\quad \quad \quad \quad \text{If } (s \in S_o) \text{ Then} \\
\quad \quad \quad \quad \quad \text{support}(s)++ ; \\
\quad \quad \quad \quad \quad \text{Dis}(s) \leftarrow \text{Dis}(s) \cup o ; \\
\quad \quad \quad \quad \text{Else} \\
\quad \quad \quad \quad \quad \text{If } (\bar{s} \in S_o/\bar{s} \text{ may be } s) \text{ Then} \\
\quad \quad \quad \quad \quad \text{Dis}(s) \leftarrow \text{Dis}(s) \cup o ; \\
\quad \quad \quad \quad \text{End If} \\
\quad \quad \quad \text{End If} \\
\quad \quad \quad \text{End For} \\
\quad \quad \quad \text{Sup}(s) \leftarrow \text{support}(s)/(|\mathcal{O}| - |\text{Dis}(s)|) ; \\
\quad \quad \quad \text{Rep}(s) \leftarrow |\mathcal{O}| - |\text{Dis}(s)|/|\mathcal{O}| ; \\
\quad \quad \quad \text{If } (\text{Sup}(s) < \text{minSup}) \text{ Then} \\
\quad \quad \quad \quad \quad \text{prune}(s) ; \\
\quad \quad \quad \text{End If} \\
\quad \quad \text{End For} \\
\quad \text{End While} \\
\text{return SPList ;} \\
\]

Algorithm 1 - SPoID - main algorithm.
The temporal complexity of this algorithm is, in the worse case, the same as the one of the algorithm TotallyFuzzy presented by [6]. We use the same kind of optimizations to reduce the number of database scans. On the other hand, the space complexity is much less than the one of TotallyFuzzy, as it is similar to the one of PSP.

5 Experiments

These experiments were carried out on a PC - Linux 2.6.7 OS, CPU 2.8 GHz with 512 MB of memory. The algorithm was implemented in Java on the PSP principle. In particular, the Prefix-Tree structure was used to store the candidate and frequent sequences.

We used synthetic datasets randomly generated. Then some items were randomly replaced by missing values. Sequential patterns were extracted from the complete database and from the preprocessed incomplete ones (i.e. incomplete databases in which incomplete records have been deleted). Then those patterns are compared to the one discovered by our algorithm SPoID. Results here detailed were obtained from several synthetic datasets containing around 2000 sequences of 20 transactions in average. Each transaction contains around 10 items chosen among 100.

Our analysis is based on the several counting:

- the total number of sequential patterns discovered by SPoID,
- the number of sequential patterns discovered by SPoID, that are discovered in the complete database,
- the number of wrong sequential patterns discovered by SPoID (that groups together the patterns that are not discovered in the complete database and the one not found by SPoID but should be).

Table 5 sums up these notations.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td># sequential patterns discovered by SPoID, also contained in the complete dataset</td>
</tr>
<tr>
<td>$\delta$</td>
<td># different sequential patterns</td>
</tr>
<tr>
<td>$\theta$</td>
<td># sequential patterns discovered by SPoID in the incomplete database</td>
</tr>
<tr>
<td>$\tau$</td>
<td># sequential patterns discovered in the complete database</td>
</tr>
</tbody>
</table>

First, Figure 2 shows the evolution of the ratio $\beta/\theta$, with respect to the minimum representativity threshold. It can be noted that this rate increases according to $\minRep$. It means that among sequential patterns discovered by SPoID, the proportion of sequential patterns obtained on the complete dataset increases with the $\minRep$ threshold.

This observation can be completed by analysing Figure 3, which represents evolution of the ratio $\beta/\tau$ (number of discovered sequential patterns with respect to sequential patterns that should be discovered) according to the minimum representativity threshold. This ratio decreases while $\minRep$ increases. It means that the minimum representativity threshold should be low enough to allow the discovery of all the sequential patterns obtained in the complete database.

Then we show that there exists an optimal value of the representativity threshold for which the ratio $\beta/\theta$ and $\beta/\tau$ are the closest to 1. This value is the threshold at which the right patterns discovered in the incomplete database are the most numerous compared to the number of wrong patterns. Figure 4 focuses on this optimal value $\minRep$. This graph describes the evolution of the ratio $\beta/\delta$ according to the minimum representativity. It can be noted that there is not an absolute value for the minimum representativity, that would be common to every database independently from the incompleteness rate and only depending on an error margin. From these results, the minimum representativity threshold only depends on the incompleteness rate of the database.

Whatever the proportion of missing values in the incomplete database, the overall behavior of the ratio
Figure 4: \(\beta/\delta\) rate according to \(\text{minRep}\).

\(\beta/\delta\) is similar: it increases until it reaches a maximum before decreasing. This maximal point corresponds to the average optimal representativity, for which the number of right patterns discovered by SPoID is the highest and the number of wrong patterns is the lowest. Table 6 gives the value of optimal representativity empirically found, for each incompleteness rate in datasets.

Table 6: Average optimal representativity according to the missing value proportion in the database.

<table>
<thead>
<tr>
<th>% of missing values</th>
<th>optimal (\text{minRep})</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>0.97</td>
</tr>
<tr>
<td>20%</td>
<td>0.9</td>
</tr>
<tr>
<td>30%</td>
<td>0.81</td>
</tr>
<tr>
<td>40%</td>
<td>0.74</td>
</tr>
<tr>
<td>50%</td>
<td>0.6</td>
</tr>
<tr>
<td>60%</td>
<td>0.48</td>
</tr>
<tr>
<td>70%</td>
<td>0.39</td>
</tr>
<tr>
<td>80%</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Figure 4 also shows the SPoID algorithm performances depending on the missing value proportion in the database. A difference can be noted between the overall evolution of the ratio \(\beta/\delta\) for databases containing less than 40% of missing values and the one containing 50% of incomplete records or more.

Thus Figure 5 gives the comparison of SPoID success rate with results obtained on a preprocessed incomplete database. This figure shows that some right patterns, discovered by SPoID are not found using a deletion preprocessing step. It can be noted that the ratio of right patterns strongly decreases between 40 and 50% of missing values: the number of wrong patterns becomes proportionally slightly higher compared to the number of right patterns.

It can also be noted that this ratio becomes less than 1 when the missing value percentage exceeds 50%. SPoID can then discover sequential patterns within incomplete database if at least half of the records in the dataset are complete, while the former methods requiring a preprocessing step do not find all the frequent patterns since 10% of missing values.

Lastly, the analysis of runtime performances shows that at constant incompleteness rate, runtime of SPoID is slightly constant while the \(\text{minRep}\) threshold decreases. The qualitative analysis of corresponding candidate and frequent sequences has shown that the number of candidate sequences increases but, as the minimum representativity is lower, the time spent for scanning the database decreases. We also noted that runtime increases with the incompleteness rate.

6 Further Work

Results detailed in these experiments show that the method SPoID is robust until around 40% of incompleteness. But these interesting results could be improved using another approach. Indeed, as we introduced it in section 2.3, some work were done for mining association rules using probabilities to assess missing values. These proposals [12, 13] cannot easily be adapted for mining sequences. However we are currently working on using a frequency distribution for modelizing incomplete data. This frequency distribution is not a probability distribution and does not have the properties of a possibility distribution. We rather designed it as a fuzzy set, of which the membership function represents the level of certainty of a missing value to be for each possible value present in the database. Some experiments are currently carried out. First results are available in [4]. Next step will then consist in detecting the different kinds of incomplete information including the attributes that should not be considered as incomplete even if unfilled. Lastly we think about regarding noise in a further version of our algorithm, as it is a common imperfection in real-life databases.
7 Conclusion

Temporal databases available from many fields such as biological data or industrial process data most of the time contain imperfect data. More especially they may contain a lot of incomplete data. But the most adapted data mining technique to analyse such time-stamped datasets, i.e. sequential pattern discovery, cannot be easily applied to incomplete data. There is indeed no mining technique for discovering frequent sequences from incomplete databases. Therefore in this paper we proposed new definitions for sequential pattern mining in order to handle random incompleteness in data sequences. These new definitions enable the user to manage missing values directly during the mining task, then avoiding a heavy preprocessing step. Our method and algorithm SPoID has been implemented and tested on synthetic datasets. We have thus shown the robustness of our approach until an incompleteness rate around 40% , while the existing approaches give erroneous results since 10% of missing values. We now work on extending this approach in order to take into account other types of missing values such as data not randomly spread.
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Abstract

In this paper we extend a previous definition of gradual dependence as a special kind of (crisp) association rule, in order to measure not only the existence of a tendency, but its strength. The new proposal is based on the idea of fuzzy association rule and the definition of variation strength in the degree of fulfilment of an imprecise property by different objects. We study the new semantics and properties of the resulting fuzzy gradual dependence, and we propose a way to adapt existing fuzzy association rule mining algorithms for the new task of mining such dependencies.

1 Introduction

Gradual dependencies are rules that represent a relation among the variation in the degree of fulfilment of imprecise properties by different objects [10]. This kind of rules express a tendency. Consider for instance a database containing data about weight and speed of a set of trucks, and consider the restrictions high related to weight and slow related to speed, represented by means of suitable fuzzy sets on the domains of the attributes. An example of gradual dependence is the higher the weight, the lower the speed, meaning that as the weight of a truck increases, its speed tends to decrease.

The variations in the membership degree considered in gradual dependencies can be of two types: the more and the less, meaning that the membership degree of the first object to the considered fuzzy set is greater or lower than the membership of the second one, respectively. Hence we can consider four types of gradual dependencies: the more X is A, the more Y is B (expressed as (>, X, A) → (>, Y, B)), the less Y is B (expressed as (> , X, A) → (<, Y, B)), and so on.

In [10], the evaluation and representation of these gradual associations is based on linear regression analysis. The starting point of this approach is the idea of contingency diagram. Given two attributes X and Y, fuzzy sets A and B defined on X and Y, respectively, and a database D containing pairs of values (x, y) ∈ X × Y, a contingency diagram is a two-dimensional plot of points (A(x), B(y)) such that A(x) > 0. A gradual dependence, represented as a tendency rule A ↦ B, means that "... an increase in A(x) comes along with an increase in B(y)". The validity of the rule is assessed on the basis of the regression coefficients [α, β] of the line that approximates the points in the contingency diagram (α being the slope of the line) and the quality of the regression as given by the $R^2$ coefficient.

In [4] we introduced an alternative approach, in which a gradual dependence is a rule of the form $(s_1, X, A) → (s_2, Y, B)$, with $s_1, s_2 \in \{<, >\}$. The dependence holds in D iff $∀(x, y), (x', y') \in D, A(x) \star_1 A(x')$ implies $B(y) \star_2 B(y')$. The discovery of such dependencies is based on mining for association rules in a suitable set of transactions obtained from the database. For that purpose we define items of the form $[>, X, A]$ and $[<, X, A]$ (resp. $[<, X, A]$) is in the transaction associated to the pair of objects. An item of the form $[>, X, A]$ (resp. $[<, X, A]$) is in the transaction associated to the pair of objects $(o, o')$ (with values $x$ and $x'$ of $X$ respectively) iff $A(x) < A(x')$ (resp. $A(x) > A(x')$). This way, a gradual dependence $(s_1, X, A) → (s_2, Y, B)$ in a database $D$ corresponds to an association rule of the form $(s_1, X, A) ⇒ (s_2, Y, B)$ in the corresponding set of transactions (one for each pair of objects in $D$). For example, the higher the weight, the lower the speed can be expresses by the association rule $[>, Weight, High] ⇒ [>, Speed, Low]$. Support and
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accuracy of the rule are employed in order to measure the importance and accuracy of the gradual dependence.

The latter has the advantage that algorithms to discover gradual rules can be obtained by a simple modification of any (crisp) association rule discovery algorithm. However, the semantics of both approaches are different since in [10] the relation between the magnitude of variation in both variables is taken into account, whilst in [4] only the fulfilment of the variation is considered.

In order to illustrate the difference, let us come back to our first example. Let us suppose we have three trucks whose fulfilment of the restrictions high weight, slow speed, and big size is shown in table 1. Let us assess the two gradual dependencies the higher the weight, the lower the speed and the higher the weight, the bigger the size using the approaches in [10] and [4]. Using [4], both dependencies hold with total accuracy since every time a truck is heavier than another, it is slower and bigger. For this approach, both dependencies hold to the same degree. However, if we look at the contingency diagrams for both dependencies (figure 1), it can be seen that the slope of the regression line for the dependence the higher the weight, the lower the speed (the parameters of the regression line are approximately $[0.167, 0.167]$) is smaller than for the dependence the higher the weight, the bigger the size (approximately $[1.3, -0.67]$). In both cases, clearly, the regression line fits perfectly the points in the contingency diagrams, so the quality of the regression is $R^2 = 1$. Hence the second dependence is stronger than the first one.

In this paper we propose an extension to the approach in [4] that incorporates the magnitude of variation in the degree of fulfilment of the restrictions in both variables, with the objective of detecting the strength of the dependence in cases like the example above. The new approach is based on the concept of fuzzy association rule, and it is related to previous work about the discovery of fuzzy approximate dependencies [2].

The paper is organized as follows: in section 2 we briefly recall a previous approach to gradual dependencies and we extend it by considering membership variation and fuzzy association rules. In section 3 we introduce the particular case of fuzzy gradual dependencies generated by the approach to fuzzy association rules in [6]. Section 4 is devoted to mining issues and to show some experiments. Finally, section 5 contains our conclusions and future research.

<table>
<thead>
<tr>
<th>Truck</th>
<th>High weight</th>
<th>Slow speed</th>
<th>Big size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1$</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>$t_2$</td>
<td>0.5</td>
<td>0.25</td>
<td>0.6</td>
</tr>
<tr>
<td>$t_3$</td>
<td>0.8</td>
<td>0.3</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: Membership degrees of high weight, slow speed, and big size for three trucks

Figure 1: Contingency diagrams for the gradual dependencies the higher the weight, the lower the speed and the higher the weight, the bigger the size from the data in table 1
2 Gradual dependencies with variation strength

In this section we extend our definition of gradual dependence [4] in order to incorporate variation strength in the assessment. First we briefly recall the definition in [4]. Then we define the concept of variation, and use it to extend the definition in [4] by using fuzzy association rules.

2.1 Our previous approach

In [4], a gradual dependence is defined as follows: let X and Y be two attributes, A and B fuzzy sets defined on the domains of X and Y, respectively, and a database \( \mathcal{D} \) containing pairs of values \((x, y) \in X \times Y\). Let \( *_1, *_2 \in \{<, >\} \). A gradual dependence of the form \((*_1, X, A) \rightarrow (*_2, Y, B)\) holds in \( \mathcal{D} \) iff \( \forall (x, y), (x', y') \in \mathcal{D}, A(x) *_1 A(x') \Rightarrow B(y) *_2 B(y') \).

This way, a gradual dependence is seen as a rule on a dataset consisting of pairs of objects of the original database. Hence, we use association rules in order to assess gradual dependencies in a database. As it is well known, given a set \( I \) of items and a bag \( T \) of transactions with \( t \subseteq I, \forall t \in T \), an association rule is an expression of the form \( I_1 \Rightarrow I_2 \) with \( I_1, I_2 \subseteq I \), \( I_1 \cap I_2 = \emptyset \) [1]. This rule is said to hold in \( T \) iff every transaction that contains \( I_1 \) contains also \( I_2 \). The usual measures are support and confidence, the former being the number or percentage of transactions containing \( I_1 \cup I_2 \), and the latter being the percentage of transactions containing \( I_1 \) that contain \( I_2 \). Many other measures have been proposed, see for example [5, 12, 3, 9]. In this paper we shall employ Shortliffe and Buchanan’s certainty factors, as proposed in [3]. Let \( \text{supp}(I_j) \) be the support of the itemset \( I_j \), and let \( \text{supp}(I_1 \Rightarrow I_2) = \text{supp}(I_1 \cup I_2) \) be the support of the rule. Let \( \text{conf}(I_1 \Rightarrow I_2) = \text{supp}(I_1 \Rightarrow I_2)/\text{supp}(I_1) \) be the confidence. The certainty factor of the rule, \( \text{CF}(I_1 \Rightarrow I_2) \), is defined in equation 1.

The certainty factor yields a value in \([-1, 1]\) and measures how our belief that \( I_2 \) is in a transaction changes when we are told that \( I_1 \) is in that transaction. Positive values indicate our belief increases, negative values mean our belief decreases, and 0 means no change. Certainty factors have better properties than confidence, and help to solve some of its inconveniences. In particular, it helps to reduce the number of rules obtained by eliminating those rules that correspond in fact to statistical independence or negative dependence (up to 80 % in some of our experiments). This is shown, among other properties of certainty factors as accuracy measures for association rules, in [3]. Finally, let us remark that the calculation of the certainty factor in the final step of any association rule mining algorithm is straightforward and does not modify the time complexity of the algorithm, since support of the consequent and support and confidence of the rule are all available in this step.

We employ association rules in order to mine for gradual dependencies as follows: let \( \mathcal{G}^D = \{[>, X, A], [<, X, A], [>, Y, B], [<, Y, B]\} \) be a set of items and \( \mathcal{G}^D \) be a set of transactions containing items from \( \mathcal{G}^D \). \( \mathcal{G}^D \) is obtained from \( \mathcal{D} \) as follows: \( \forall o = (x, y), o' = (x', y') \in \mathcal{D} \) there is one transaction \( \mathcal{gt}_{oo'} \in \mathcal{G}^D \) such that \( *[x, X, A] \in \mathcal{gt}_{oo'} \) iff \( A(x) * A(x') \) and \( *[y, Y, B] \in \mathcal{gt}_{oo'} \) iff \( B(y) * B(y') \), with \(* \in \{<, >\} \). Let us remark that \( \mathcal{G}^D \) is a crisp set of transactions. Then, the gradual dependence \((*_1, X, A) \rightarrow (*_2, Y, B)\) holds in \( \mathcal{D} \) iff the (crisp) association rule \((*_1, X, A) \Rightarrow (*_2, Y, B)\) holds in \( \mathcal{G}^D \). The support and confidence of the association rule \((*_1, X, A) \Rightarrow (*_2, Y, B)\) can be employed to assess the gradual dependence \((*_1, X, A) \rightarrow (*_2, Y, B)\).

We usually employ support and certainty factor.

Let us remark that with this approach, the support of an item of the form \([*, X, A]\) is

\[
\text{supp}([*, X, A]) = \frac{|\{\mathcal{gt}_{oo'} \in \mathcal{G}^D | A(x) * A(x')\}|}{|\mathcal{G}^D|}
\]

and hence the support of a dependence \((*_1, X, A) \rightarrow (*_2, Y, B)\) is the support of the itemset \([*[1, X, A], *[2, Y, B]]\), as equation 3 shows.

Some important and intuitive properties of this approach are the following: let \( c \) be an operator in \{\(>, <\)\} such that \( c(>) = < \) and \( c(<) = > \). Then \( \text{supp}([*[1, X_1, A_1], \ldots, [k, X_k, A_k]]) = \text{supp}([c(*)_1, X_1, A_1], \ldots, [c(*)_k, X_k, A_k]]) \) (in particular \( \text{supp}([*, X, A]) = \text{supp}([c(*)_1, X, A]) \)). As a consequence, \( \text{supp}([*, X, A] \rightarrow (*_2, Y, B)) \) = \( \text{supp}([c(*)_1, X, A] \rightarrow (c(*)_2, Y, B)) \), and the same happens with confidence and certainty factor.
2.2 Membership variation

In the previous approach, only the fact that the membership degree is greater (or lesser) is taken into account. This way, the membership of the item \([*, X, A]\) in a transaction \(gt_{oo}^o \in GT_D\) corresponding to a pair \(o = (x, y), o' = (x', y') \in D\) is defined as in equation 4.

\[
gt_{oo}^o([*, X, A]) = \begin{cases} 1 & A(x) * A(x') \\ 0 & \text{otherwise} \end{cases} \tag{4}
\]

With this definition, \(A(x) = 0\) and \(A(x') = 0.1\) yield the same result than \(A(x) = 0\) and \(A(x') = 1\). However, as we saw in the introduction, this can lead to obtain the same accuracy for dependencies that are intuitively different.

In order to avoid this problem, we propose to replace equation 4 by another expression that provides a degree in \([0, 1]\). We call this a variation degree. This way, \(gt_{oo}^o([*, X, A]) \in [0, 1]\).

There are different possibilities to obtain the degree \(gt_{oo}^o([*, X, A])\). In this paper we propose to employ that of equation 5:

\[
gt_{oo'}([*, X, A]) = v_o(A(x), A(x')) \tag{5}
\]

where

\[
v_o(a, b) = \begin{cases} |a - b| & a * b \\ 0 & \text{otherwise} \end{cases} \tag{6}
\]

As an example, let \(o = (0, y), o' = (0.1, y')\), and \(o'' = (1, y')\). Then, \(gt_{oo'}([<, X, A]) = 0.1\), \(gt_{oo'}([<, X, A]) = 1\), \(gt_{oo'}([<, X, A]) = 0.9\), \(gt_{oo'}([<, X, A]) = gt_{oo'}([<, X, A]) = 0\).

The following proposition holds:

**Proposition 2.1** Equation 5 verifies

1. \(gt_{oo'}([*, X, A]) \in [0, 1]\)

2. Suppose \(A(x) * A(x')\) and \(A(x) * A(x'')\). Then \(|A(x) - A(x')| > |A(x) - A(x'')|\) implies \(gt_{oo'}([*, X, A]) > gt_{oo'}([*, X, A])\)

3. \(gt_{oo'}([*, X, A]) = gt_{oo'}([c(*), X, A])\)

Proof: Trivial.

We consider that the properties in proposition 2.1 must be verified by the variation degree, despite the way it is calculated.

2.3 A new approach to gradual dependencies

Taking variation degrees into account, we propose a new definition of gradual dependence as a modification of our definition in [4], as follows:

**Definition 2.1** Let \(X\) and \(Y\) be two attributes, \(A\) and \(B\) fuzzy sets defined on the domains of \(X\) and \(Y\), respectively, and a database \(D\) containing pairs of values \((x, y) \in X \times Y\). Let \(*_1, _2 \in \{<, >\}\). A gradual dependence of the form \((*_1, X, A) \rightarrow (_2, Y, B)\) holds in \(D\) if \(\forall o, o' \in D\) with \(o = (x, y)\) and \(o' = (x', y')\), \(v_* (A(x), A(x'))\) implies \(v_* (B(y), B(y'))\).

where \(v_*\) is that of equation 6. Let us remark that the implication that appears in this definition is a fuzzy implication. This has two main consequences: first, there are in fact different definitions of gradual dependence, depending on the implication considered. Second, a gradual dependence holds to a certain degree. Hence, we are working in fact with fuzzy gradual dependencies.

Now, we can extend our interpretation of gradual dependencies as association rules in [4] in order to consider the variation degree of items. A natural way to extend our first approach is to consider fuzzy association rules. There are many different approaches to the definition and assessment of fuzzy association rules.

In general, the different extensions take as starting point, in one way or another, a generalization of transactions to fuzzy transactions as fuzzy subsets of items. The main difference between the different existing approaches is the way they assess the rules (see among others [11, 6, 13, 8]).

Using fuzzy association rules is natural in our case since each item has a membership degree to each transaction, so we have in fact a set of fuzzy transactions, i.e., fuzzy subsets of items. However, let us remark that since there is no a single definition of fuzzy gradual dependence, the approach employed for mining the fuzzy rules will define, in practice, a particular type of fuzzy gradual dependence.

Let \(GT_D^f = \{[>, X, A], [<, X, A], [>, Y, B], [<, Y, B]\}\) be a set of items and \(GT_D^f\) be a set of fuzzy transactions containing items from \(GT_D^f\). \(GT_D^f\) is obtained from \(D\) as follows: \(\forall o = (x, y), o' = (x', y') \in D\) there is one fuzzy transaction \(gt_{oo'} \in GT_D^f\) such that \(gt_{oo'}([*, X, A]) = v_* (A(x), A(x'))\) and \(gt_{oo'}([*, Y, B]) = v_* (B(y), B(y'))\), with \(* \in \{<, >\}$. 

Since a fuzzy association rule defines a special kind of fuzzy implication between the degrees of antecedent and consequent, we can conclude the following:

**Proposition 2.2** A fuzzy association rule $[\star_1, X, A] \Rightarrow [\star_2, Y, B]$ in $\tilde{GT}^D$ defines a fuzzy gradual dependence $(\star_1, X, A) \rightarrow (\star_2, Y, B)$ in $D$.

i.e., fuzzy association rules in $\tilde{GT}^D$ define some particular types of fuzzy gradual dependencies in $D$.

Following proposition 2.2, the support and confidence (or other accuracy measures) of the fuzzy association rule $[\star_1, X, A] \Rightarrow [\star_2, Y, B]$ can be employed to assess a particular type of fuzzy gradual dependence $(\star_1, X, A) \rightarrow (\star_2, Y, B)$.

### 3 A particular definition of fuzzy gradual dependence

As we have seen, there are many possible ways to define fuzzy gradual dependencies, in particular starting from an specific approach to fuzzy association rules. In this paper we shall employ the approach to fuzzy association rules introduced in [6] to obtain a particular definition of fuzzy gradual dependence.

#### 3.1 Our approach to fuzzy association rules

In [6], fuzzy association rules are defined and assessed as follows: let $I = \{i_1, \ldots, i_n\}$ be a set of items and $\bar{T}$ be a set of fuzzy transactions, where each fuzzy transaction is a fuzzy subset of $I$. For every fuzzy transaction $\bar{t} \in \bar{T}$ we note $\bar{t}(i_k)$ the membership degree of $i_k$ in $\bar{t}$. For an itemset $I_0$ we note $\bar{t}(I_0) = \min_{i_k \in I_0} \bar{t}(i_k)$ the degree to which $I_0$ is in a transaction $\bar{t}$. A fuzzy association rule is an implication of the form $I_1 \Rightarrow I_2$ such that $I_1, I_2 \subset I$ and $I_1 \cap I_2 = \emptyset$. Notice that this is the same definition of a crisp association rule since, from the structural point of view, there is no difference. The difference is that for fuzzy rules the starting point is a set of fuzzy transactions, and the problem is how to assess the support and accuracy. Strictly speaking, what we call fuzzy association rules are association rules assessed on fuzzy transactions.

We call representation of the item $i_k$, noted $\hat{\Gamma}_{i_k}$, to the (fuzzy) set of transactions where $i_k$ appears, defined as in equation 7. This representation can be extended to itemsets as in equation 8.

\[
\hat{\Gamma}_{i_k}(\bar{t}) = \bar{t}(i_k) \\
\hat{\Gamma}_{I_0}(\bar{t}) = \min_{i_k \in I_0} \hat{\Gamma}_{i_k}(\bar{t}) = \min_{i_k \in I_0} \bar{t}(i_k) = \bar{t}(I_0)
\]

In order to measure the interest and accuracy of a fuzzy association rule, we employ a semantic approach based on the evaluation of quantified sentences, using the fuzzy quantifier $Q_M(x) = x$, as follows:

- The support of an itemset $I_0$ is the evaluation of the quantified sentence $Q_M$ of $T$ are $\hat{\Gamma}_{I_0}$.
- The support of the fuzzy association rule $I_1 \Rightarrow I_2$ in $\bar{T}$, $\text{Supp}(I_1 \Rightarrow I_2)$, is the evaluation of the quantified sentence $Q_M$ of $T$ are $\hat{\Gamma}_{I_1} \cup \hat{\Gamma}_{I_2}$.
- The confidence of the fuzzy association rule $I_1 \Rightarrow I_2$ in $\bar{T}$, $\text{Conf}(I_1 \Rightarrow I_2)$, is the evaluation of the quantified sentence $Q$ of $\hat{\Gamma}_{I_1}$.
- The certainty factor is obtained from support and confidence using equation 1.

We evaluate a quantified sentence of the form $Q$ of $F$ are $G$ by means of method $GD$, defined in [7] as

\[
GD_Q(G/F) = \sum_{\alpha_i \in \Lambda(G/F)} (\alpha_i - \alpha_{i+1})Q\left(\frac{|G \cap F|_{\alpha_i}}{|F_{\alpha_i}|}\right)
\]

where $\Delta(G/F) = \Lambda(G \cap F) \cup \Lambda(F)$, $\Lambda(F)$ being the level set of $F$, and $\Lambda(G/F) = \{\alpha_1, ..., \alpha_p\}$ with $\alpha_i > \alpha_{i+1}$ for every $i \in \{1, ..., p-1\}$, and considering $\alpha_{p+1} = 0$. The set $F$ is assumed to be normalized. If not, $F$ is normalized and the same normalization factor is applied to $G \cap F$.

It is possible to employ different fuzzy quantifiers, provided they verify certain properties [6]. We employ the quantifier $Q_M$ since the resulting approach is a generalization of the ordinary association rule assessment framework in the crisp case (i.e., if the set of transactions is crisp, the measures described above yield the ordinary measures for support, confidence, and certainty factor). This is true only for $Q_M$. Other important properties defining the semantics of this proposal are those of equations 10 and 11.

\[
\text{Conf}(I_1 \Rightarrow I_2) = 1 \text{ iff } \hat{\Gamma}(I_1) \leq \hat{\Gamma}(I_2) \quad \forall \bar{t} \in \bar{T}
\]

\[
\text{CF}(I_1 \Rightarrow I_2) = 1 \text{ iff } \text{Conf}(I_1 \Rightarrow I_2) = 1
\]

#### 3.2 Fuzzy gradual dependence

Following the approach in the previous section, and using the quantifier $Q_M(x) = x$, a fuzzy gradual dependence $(\star_1, X, A) \rightarrow (\star_2, Y, B)$ in $D$ is a fuzzy association rule $[\star_1, X, A] \Rightarrow [\star_2, Y, B]$ in $\tilde{GT}^D$ that holds
with support and confidence given by equations 12 and 13, where $\hat{\Gamma}_{[\ast_1,X,A]}$ is a fuzzy subset of transactions such that $\hat{\Gamma}_{[\ast_1,X,A]}(gl_{o^o}) = gl_{o_o}(\{[\ast_1,X,A]\})$ (similar for $\hat{\Gamma}_{[\ast_2,Y,B]}$) and the $\alpha_i$ correspond to the union of the level sets of the fuzzy sets involved, arranged in decreasing order (in equation 13, $\hat{\Gamma}_{[\ast_1,X,A]}$ must be normalized, otherwise we should normalize it first and apply the same factor to the intersection $\hat{\Gamma}_{[\ast_1,X,A]} \cap \hat{\Gamma}_{[\ast_2,Y,B]}$. The certainty factor is obtained as in equation 1.

The following properties from the approach in [4] keep holding:

**Proposition 3.1** Let $c$ be an operator in $\{>,<\}$ such that $c(>) = <$ and $c(<) = >$. Then, $supp([\ast,X,A]) = supp([c(\ast),X,A])$.

Proof: By proposition 2.1, $gl_{o^o}(\{[\ast,X,A]\}) = gl_{o_o}(\{[c(\ast),X,A]\})$ for every pair $o = (x,y)$, $o' = (x',y')$. Hence,

$$A(\hat{\Gamma}_{\ast,X,A}/\tilde{GT}D) = A(\hat{\Gamma}_{c(\ast),X,A}/\tilde{GT}D)$$

and $\forall \alpha_i$

$$\left|\hat{\Gamma}_{\ast,X,A}\right|_{\alpha_i} = \left|\hat{\Gamma}_{c(\ast),X,A}\right|_{\alpha_i}$$

so $supp([\ast,X,A]) = supp([c(\ast),X,A])$.

**Proposition 3.2** The generalization to itemsets hold as well, so $supp([\ast_1,X_1,A_1],[\ast_2,X_2,A_2],\ldots,[\ast_k,X_k,A_k]) = supp([c(\ast_1),X_1,A_1],\ldots,[c(\ast_k),X_k,A_k])$

Proof: Same as proposition 3.1.

**Corollary 3.1** It follows that:

$supp([\ast_1,X,A] \Rightarrow [\ast_2,Y,B]) = supp([c(\ast_1),X,A] \Rightarrow [c(\ast_2),Y,B])$,

$conf([\ast_1,X,A] \Rightarrow [\ast_2,Y,B]) = conf([c(\ast_1),X,A] \Rightarrow [c(\ast_2),Y,B])$,

$CF([\ast_1,X,A] \Rightarrow [\ast_2,Y,B]) = CF([c(\ast_1),X,A] \Rightarrow [c(\ast_2),Y,B])$.

This last corollary implies that in order to assess all the possible gradual dependencies involving only items of the form $[\ast_1,X,A]$ and $[\ast_2,Y,B]$ it is enough to measure support and accuracy for $<[X,A] \Rightarrow [Y,B]$ and $<[X,A] \Rightarrow [Y,B]$.

The following propositions allow us to provide an interpretation of the semantics of our fuzzy gradual dependence and some relation to the approach in [10]:

**Proposition 3.3** $conf([\ast_1,X,A] \Rightarrow [\ast_2,Y,B]) = 1$ iff $v_{*>1}(A(x),A(x')) \leq v_{*>2}(B(y),B(y')) \forall o,o' \in D$

Proof: Immediate by proposition 3.3 and equation 11.

**Proposition 3.4** $CF([\ast_1,X,A] \Rightarrow [\ast_2,Y,B]) = 1$ iff $v_{*>1}(A(x),A(x')) \leq v_{*>2}(B(y),B(y')) \forall o,o' \in D$

Proof: Immediate by proposition 3.3 and equation 11.

**Proposition 3.5** If $CF([\ast_1,X,A] \Rightarrow [\ast_2,Y,B]) = 1$ then $A \rightarrow B_{[\alpha,\beta]}$ holds with $|\alpha| \geq 1$.

Proof: Let us consider first the dependence $<[X,A] \Rightarrow [Y,B]$. If $CF([X,A] \Rightarrow [Y,B]) = 1$ then by proposition 3.4, $v_{<1}(A(x),A(x')) \leq v_{<2}(B(y),B(y')) \forall o,o' \in D$. As a consequence, $A(x) < A(x')$ implies $A(x') - A(x) \leq B(y') - B(y)$, i.e., $(B(y') - B(y))/(A(x') - A(x)) \geq 1$. Therefore, the slope of all the lines linking pairs of points in the contingency diagram is greater or equal than 1 (no points with membership 0 are considered in the diagram). Hence, the slope of the regression line for all the points is greater or equal than 1.

The proof is similar for the rule $<[X,A] \Rightarrow [Y,B]$, but yielding $(B(y') - B(y))/(A(x') - A(x)) \leq -1$ and hence a slope for the regression line less or equal than
Rule | supp | conf | CF | α | β | R²
---|---|---|---|---|---|---
(>, Weight, High) → (>, Speed, Low) | 0.33 | 0.1 | 0.06 | 0.167 | 0.167 | 1
(>, Weight, High) → (>, Size, Big) | 0.2 | 1 | 1 | 1.3 | -0.67 | 1

Table 2: Assessment of the gradual dependencies of the example in the introduction using our new approach and that in [10] (values are approximate)

-1. Hence, we have covered all the possibilities and |α| ≥ 1.

It is easy to show that the reciprocal of proposition 3.5 holds when $R^2 = 1$, but cannot be guaranteed otherwise.

In order to illustrate these results, let us come back to the example in the introduction. The assessment of the rules (approximate values) is shown in table 2. As expected, the new approach takes into account the variation membership and, instead of yielding two dependencies with confidence and certainty factor equal to one, only in the second case this happens. In fact, the first one has a very low accuracy. Let us remark also that for the second dependence, confidence and certainty factor are one and, at the same time, the slope of the corresponding regression line is greater than 1 (as expected since $R^2 = 1$).

### 4 Mining gradual dependencies

#### 4.1 Algorithm

In general, the problem we face is that of mining gradual dependencies as association rules in a database $D$ containing a description of a set of objects in terms of a set of attributes $\{X_1, \ldots, X_m\}$. For each attribute $X_i$ we have a set of $n_i$ fuzzy restrictions defined by fuzzy sets $\{A_{i1}, \ldots, A_{in_i}\}$. We consider a set of items $GT^D = \{[*, X_i, A_{ij}] \mid * \in \{<, >\}, i \in \{1, \ldots, m\},$ and $j \in \{1, \ldots, n_i\}\}$. We shall also consider a bag of fuzzy transactions $GT^D$ containing items of $GI^D$, and obtained from $D$ as explained in previous sections. Finally, we impose an usual restriction on the rules: no pair of items appearing in the left or right part of a rule can share the same attribute.

A first approach to solve the problem of mining gradual dependencies would be simply to build the set $GT^D$ of transactions and to apply any of the existing algorithms for mining fuzzy association rules. As it is well known, most of the existing algorithms work in two steps: the first one (the most computationally expensive) is to discover the frequent itemsets, i.e., those with support above a minimum user-defined threshold. In the second one, and starting from the frequent itemsets, those rules with enough accuracy are obtained.

The complexity of the second step is not modified as it depends on the number of frequent itemsets, and is not affected by the calculation of the certainty factor. However, the main inconvenience of this approach in our problem is the complexity of discovering the frequent itemsets with respect to the number of objects: while finding frequent itemsets in $D$ has a complexity $O(n)$ in the number of objects (multiplied by another factors related to number of items and other, depending on the algorithm), finding frequent itemsets in $GT^D$ has a complexity $O(n^2)$.

This problem can be solved to an extent by considering a fixed number of equidistributed levels (degrees) in the definition of the fuzzy sets. In [4] we proposed a solution for the approach presented in that paper (using crisp association rules). With that solution, the complexity of finding the support of itemsets of size $p$ is $n + k^p$. The extent to which this solution is good depends on the relation between $n$ and $k^p$.

We have developed algorithms based on similar principles for the discovery of fuzzy association rules [6] and fuzzy approximate dependencies [2]. At this moment we are working in an algorithm whose complexity will be $n + k^{p+1}$ for itemsets of size $p$. We shall describe it in a future paper.

#### 4.2 Experiments

In [4] we performed a small experiment on a real database with data about soils and weather in Granada (southeast of Spain). The data collected in a set of farms includes among others attributes about average temperature, raining and altitude, ph, and percentages of clay and sand in the soil. Fuzzy sets High, Medium and Low have been defined on the domain of each attribute. Our intention is not to discuss the dependencies obtained, but to show the variation between the crisp and fuzzy approaches in a real dataset.

Table 3 shows a set of gradual dependencies obtained that were found interesting by experts, with their support and certainty factor, and the variation in support and certainty factor when using fuzzy rules instead of crisp ones. As expected, in all the cases, support and certainty factor diminished. It is remarkable the case of dependence 5, that is detected using the crisp approach but not by the fuzzy one.
5 Conclusions

We have extended our definition of gradual dependence in [4] in order to incorporate variation strength. For that purpose we have introduced the new notion of degree of variation associated to a pair of objects. We have provided a definition of gradual dependence on the basis of fuzzy association rules over a set of fuzzy transactions obtained from the original dataset by using the degree of variation. We have shown that the new approach is better in capturing the variation strength in gradual dependencies, and we have shown some properties that explain the semantics of the new approach, as well as some results that relate the new approach to the approaches in [10] and [4].

Several research avenues remain open. First, we want to investigate the semantics of fuzzy gradual dependencies obtained by using other approaches to fuzzy association rules, like the measures introduced in [8]. Second, we are working in an algorithm able to reduce the complexity of the mining process when employing existing algorithms for mining fuzzy association rules. Finally, we will apply our techniques to mine for fuzzy gradual dependencies in real databases.
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<table>
<thead>
<tr>
<th>#</th>
<th>Dependence</th>
<th>Crisp supp</th>
<th>Crisp CF</th>
<th>Fuzzy supp</th>
<th>Fuzzy CF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(&gt; , ATEMP, High) → (&gt; , ALT, Low)</td>
<td>0.14</td>
<td>0.93</td>
<td>0.015</td>
<td>0.53</td>
</tr>
<tr>
<td>2</td>
<td>(&gt; , ATEMP, Low) → (&gt; , ALT, High)</td>
<td>0.13</td>
<td>0.93</td>
<td>0.087</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>(&gt; , ARAIN, Medium) → (&gt; , ATEMP, Medium)</td>
<td>0.24</td>
<td>0.9</td>
<td>0.1</td>
<td>0.68</td>
</tr>
<tr>
<td>4</td>
<td>(&gt; , ARAIN, Low) → (&gt; , ALT, Low)</td>
<td>0.3</td>
<td>0.85</td>
<td>0.18</td>
<td>0.65</td>
</tr>
<tr>
<td>5</td>
<td>(&gt; , ATEMP, Low) → (&gt; , ARAIN, Low)</td>
<td>0.12</td>
<td>0.84</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>(&gt; , CLAY, High) → (&gt; , SAND, Low)</td>
<td>0.09</td>
<td>0.84</td>
<td>0.04</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Table 3: Some gradual dependencies obtained from a real database about soil characteristics and weather in olive cultivation farms, using crisp and fuzzy association rules.
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Abstract

One of the great challenges today is to index videos with high-level semantic concepts or features. The basis of our approach is to use a fuzzy decision trees (FDT) to construct the heart of the system in order to reduce the need of human usage in the process of indexation. But when we address large, unbalanced, multiclass data sets, a single classifier - such as the FDT - is insufficient. Therefore we study the use of forests of fuzzy decision trees (FFDT): (a) its effectiveness for a high level feature detection task and (b) the effect on performance from number of classifiers point of view.

Keywords: Video mining, High level Features, Fuzzy Decisions Trees.

1 Introduction

The growth of multimedia data and in particular of video data has caused a corresponding growth in the need to analyze and to exploit them. One of the great challenges today is to be able to index these data with high-level semantic concepts (or features) such as "indoor/outdoor", "people", "maps", "military personnel", etc. Today, we are able to calculate accurately low level features as for instance colour or texture histograms. Unfortunately, between these two levels there is an unbridgeable gap.

One solution to bridge the semantic gap is, based on a set of examples, to learn or to extract a general rule that will allow classifying new examples. This type of approach is known as inductive reasoning. Inductive machine learning is a well-known research topic with a large set of methods, the most common being the decision trees (DT). However, robustness and threshold problems appear when considering classical DTs. The introduction of fuzzy set theory in a learning method enables us to smooth out these negative effects. Thus, at the basis of our approach we use the Fuzzy Decision Trees (FDT).

Since 2001, each year, the National Institute of Standards and Technology (NIST) organizes the TREC Video Retrieval Evaluation. We will use this framework as basis for our comparison. Although decision trees are widely used as core technology in application using machine learning techniques, no other team participating to the challenge uses them. In fact, simple trees are not as effective when dealing with large unbalanced multiclass data sets [9]. Here, we not only propose to use them, but also to go farther by combining them in a boosting [5] manner, thus obtaining forests of fuzzy decision trees (FFDT).

In this paper, we describe the FFDT algorithm and we study (a) its effectiveness for a high level feature detection task and (b) the effect on performance from size point of view. Since today’s approaches are evaluated based on the average precision, measure based on a ranking, we shortly discuss the fundamental difference between classification – what most of the learning algorithm do – and ranking optimization.

The paper is structured as follows: in Section 3, we describe our video processing method, which provides as result low level features. In Section 4 and Section 5 we present Fuzzy Decision Trees and Forests. Finally in Section 6 we detail the high level feature detection experiments and discuss the results.

2 Overview

To use the Fuzzy Decision Trees (FDT) learning method, a training set must be provided in which there are examples of keyframes with the high-level feature to be recognized and examples that do not possess that feature. For the sake of simplicity, presence of the feature is the class descriptor.

The general schema of the application is illustrated in...
Figure 1. Our approach is decomposed in three main stages. First, the video is pre-processed in order to obtain a set of descriptors to feed the machine learning algorithm. Afterwards, in the training step, the system learns how to recognize the presence of a high-level feature in a shot using manually indexed videos (the so-called development data set). Finally, in the classification step, the system is able to recognize the presence of a high-level feature in a shot for any additional video.

The training stage is composed of several steps (see Figure 3):

**Step 1** the video is segmented into temporal shots; each shot is associated with a representative keyframe;

**Step 2** a set of descriptors is extracted from each keyframe of the whole set of keyframes; keyframes from the development data set are also associated with some high-level features (classes) obtained by means of the manual indexation of the videos;

**Step 3** several training sets of keyframe descriptors (and the associated class) are built;

**Step 4** each of these training sets is used to construct a fuzzy decision tree (FDT) and thus obtaining a forest.

The classification stage is decomposed into the following steps (see Figure 4):

**Step 1** each shot to be classified is associated with a representative keyframe;

**Step 2** a set of descriptors is extracted from that keyframe;

**Step 3** the set is classified by means of each FDT of the forest;

**Step 4** the presence of a high level feature is valued by aggregating the classification results given by all the trees of the forest.

### 3 Video pre-processing

In order to feed the data mining algorithm, the video (MPEG file) has to be pre-processed. A set of numerical descriptors, on which the algorithm will learn, has to be defined to characterize the video.

#### 3.1 Video segmentation

First, the video is segmented into a set of shots. We used the results of the segmentation of a video into shots provided by [12] for the TRECVID challenge. Each video of the corpus is described by:

- a keyframe for each detected shot.
- an XML file that provides the time codes of the detected shots, their duration, and the time codes of the keyframes.

To reduce the number of the shots, all shots shorter than 2 seconds are automatically merged with their neighbours to provide a unique shot. A representative keyframe (RKF) of this new shot is selected among the extracted keyframes. The other keyframes are kept and are called non representative keyframe (NRKF). Thus, at the end, each shot is always associated with a unique RKF, but can also be associated with several NRKF.

#### 3.2 Visual Information Descriptors

*Visual Information Descriptors* are at the basis of the learning process. They are obtained directly and exclusively from the keyframes.

In order to obtain spatial-related information, the image is segmented into 5 regions (see Figure 2) in order to isolate important descriptors, thus helping the learning algorithm to focus on the discriminative variables.

Each of the regions corresponds to a spatial part of the keyframe: top, bottom, left, right, and middle. The five regions are not of the same size, thus reflecting a visual importance of the contained information based on its position.
Afterwards, for each region, the associated histogram in the HSV space is computed. Based on the importance of the region, the histogram is computed in a more or less precise way, by varying the number of bins: 6x3x3 for Middle, and Bottom, 4x3x3 for Right, and 4x2x2 for Left, and Top.

At the end of this procedure, the visual information descriptors are a set of numerical values (belonging to [0,1]) that characterizes every keyframe. The choice of the number of regions and the number of bins for the histogram deserve further optimization. Moreover, more complementary visual descriptors could be added in order to enhance the possibilities of choice of the learning algorithm (FDT) for its decisions.

The class descriptor is extracted from the file obtained from the collaborative work of indexation of the development video set. Note that a keyframe can be associated with more than one class descriptor depending on the result of the indexation process. We just choose the first class descriptor available, but clearly more refined selection should be done at this stage. Further research will address this point.

4 Fuzzy Decision Trees

Classical decision tree algorithms [3, 13] are one of the inductive learning algorithms that are most intensively used in data mining. Unfortunately they encounter technical problems when dealing with numerical attributes. That leads to the introduction of the fuzzy decision tree construction algorithms enabling the use of fuzzy values in the decision tree [10]. “Fuzziness” allows the decisions to be smoother, avoiding sharp thresholds. It also enables to have degrees of decision and of membership to a certain class.

Inductive learning rises from the particular to the general. A tree is built from its root to its leaves, by successive partitioning the training set into subsets. Each partition is done by means of a test on an attribute, which leads to the definition of a node of the tree.

Let us assume that a set of classes \( C = \{c_1, ..., c_K\} \), representing a physical or a conceptual phenomenon, is considered. And that this phenomenon is described by means of a set of attributes \( A = \{A_1, ..., A_N\} \). In that case, a description is a \( N \)-tuple of attribute-value pairs \((A_j, v_{jl})\). Each description is linked with a particular class \( c_k \) from \( C \) to make up an instance (or example, or case) \( e_i \) of the phenomenon. Finally, the inductive learning is the process that generalizes from a training set \( E = \{e_1, ..., e_N\} \) of examples to a general law to bring out relations between descriptions and classes in \( C \). In our case, each attribute \( A_j \) can take a fuzzy, numerical, or symbolic value \( v_{jl} \) in the set \( \{v_{j1}, ..., v_{jm_j}\} \) of all possible values. We suppose that \( v_{jl} \) is associated with a membership function \( \mu_{v_{jl}} \). Similarly, each \( c_k \) is supposed to be associated with a membership function \( \mu_{c_k} \).

4.1 Attribute Selection

Most algorithms designed for constructing decision trees proceed in the same way: the so-called Top Down Induction of Decision Tree (TDIDT) method. They build a tree from the root to the leaves, by successive partitioning the training set into subsets. Each partition is done by means of a test on one attribute and leads to the definition of a node of the tree. The attribute is selected by means of a measure of discrimination \( H \). Such a measure enables us to order...
the attributes according to increasing discrimination-accuracy when splitting the training set. The discrimination power of each attribute in $A$ is valued with regard to the classes. The attribute with the highest discriminating power is selected to construct a node.

4.2 Construction of Fuzzy Partitions

The process of construction of FDT is based on the fuzzy partition for each numerical attribute. However, it is rare to know, a priori, such a fuzzy partition. Thus an automatic method of construction such a partition from a set of precise values was implemented. In this way we obtain a set of fuzzy values for each numerical attribute.

The algorithm [8] is based on the utilization of the mathematical morphology theory. Kernels of concordant values of a numerical attribute related to the values of the class can be found. Fuzzy values induced from a set of numerical values of an attribute are linked with the repartition of the values of the class related to the numerical attribute. Thus a contextual partitioning of an attribute is performed, enabling us to obtain the best partition related to that attribute with respect to the class.

4.3 Classification using Fuzzy Decision Tree

It is well-known that the path from the root to a leaf in a decision tree is equivalent to a production rule [7]. The premises for such a rule $r$ are tests on attributes values, and the conclusion is the value of the class that labels the leaf of the path:

$$\text{if } A_{l_1} = v_1 \text{ and } \ldots \text{ and } A_{l_p} = v_p \text{ then } C = c_k$$

In a FDT, a leaf can be labelled by a set of values $\{c_1, \ldots, c_K\}$ for the class, each value $c_j$ associated with a weight computed during the learning phase. Thus, a path of a fuzzy decision tree is equivalent to the following rule:

$$\text{if } A_{l_1} = v_1 \text{ and } \ldots \text{ and } A_{l_p} = v_p \text{ then } C = c_1 \text{ with the degree } P^r(c_1|(v_1, v_2, \ldots, v_p))$$
$$\text{and } \ldots \text{ and } C = c_K \text{ with the degree }$$
$$P^r(c_K|(v_1, v_2, \ldots, v_p))$$

In a FDT, each value $v_i$ can be either precise or fuzzy, and is described by means of a membership function $\mu_{v_i}$. When a keyframe $k$, described by means of a set of values $A_1 = w_1; \ldots; A_n = w_n$, must be classified, its description is compared with the premises of the rule $r$, by looking to the degree with which the observed value $w$ is near to the edge value $v$. This proximity is valued as $\text{Deg}(w, v)$. In our case, the value $w$ is a precise value and we have $\text{Deg}(w, v) = \mu_v(w)$.

For each premise, $\text{Deg}(w_i, v_j)$ is valued for the corresponding value $w_i$. Finally, given the rule $r$, the keyframe $k$ is associated with the class $c_j$ with a final degree $\text{Fdeg}_r(c_j)$ that is valued as the aggregation of all the degrees $\text{Deg}(w_i, v_j)$ by means of the minimum:

$$\text{Fdeg}_r(c_j) = \min_{i=1}^{\ldots p} \text{Deg}(w_i, v_j).P^r(c_j|(v_1, v_2, \ldots, v_p))$$

For each class $c_j$, the keyframe $k$ is associated with the membership degree $\text{Fdeg}(c_j)$, from $[0, 1]$, computed based on the whole set of rules. If $n_p$ is the number of rules given by the fuzzy decision tree:

$$\text{Fdeg}(c_j) = \max_{r=1}^{n_p} \text{Fdeg}_r(c_j)$$

The predicted class $c_k$ associated with $k$ can be chosen as the class with the highest $\text{Fdeg}(c_k)$.

4.4 The Salammbô Software

The construction and the use of the FDT was done by means of the Salammbô software. This software was developed for building FDT efficiently and it enables to test several kinds of parameters of the FDT [10]. Moreover, the automatic method to build a fuzzy partition on the set of values of a numerical attribute, mentioned above, was implemented enabling us to avoid the prior definition of fuzzy values of attributes.

Figure 3: Growing a Forest of Fuzzy Decision Trees

5 Forests of Fuzzy Decision Trees

The use of Forests of Fuzzy Decision Trees (FFDT) is crucial when we have large, unbalanced, multiclass data sets [9]. In fact, in these cases a unique decision tree is extremely dependent on the data chosen for its construction and thus the result can be unstable and the tree generalises poorly.

Several previous works have explored the use of forests of decision trees. Generally, the decision trees of the forest are constructed classically, and they are used
to classify cases either classically [2, 6], or by means of the fuzzy set theory [4]. Forests of fuzzy decision trees with a fuzzy-based construction of the trees and a fuzzy classification of new cases have been proposed in [9].

A forest is composed of a given number \( n \) of Fuzzy Decision Trees. Each FDT \( F_i \) of the forest is constructed from a training set \( T_i \). Each training set \( T_i \) is a random sample of the whole training set, as described hereafter.

Although the FDT can handle several classes simultaneously, in domains where a great number of classes exist, we decompose the problem by constructing a forest for each single class. The number of forest is thus the number of classes. For instance, if the aim is to associate each case \( c \) with one of the three classes \( c_1, c_2, \) and \( c_3 \), we construct a forest to recognize if \( c \) can be associated with \( c_1 \) or not, another forest to recognize if \( c \) can be associated with \( c_2 \) or not, an a last one to recognize if \( c \) can be associated with \( c_3 \) or not. Thus, here a forest is dedicated to the recognition of a single high level feature class and is composed of fuzzy decision trees that classify into a binary class (yes or no).

In order to use the Fuzzy Decision Trees learning method we need two training sets, one with keyframes that contain the feature to be recognized and another one with keyframes that do not possess that feature (see Figure 3). Since the FDTs are based on a measure estimating the quality of a decision, the two classes need to be equal in number of cases. For example, if one class outnumbers the other one, the best decision will be to always classify an example as being part of the majority class.

Thus, to have a valid training set for the construction of a FDT, we have to balance the number of keyframes of each class by (randomly) selecting a subset of the whole development data set with an equal number of cases in each class.

By repeating the random selection of examples and each time building a FDT, we obtain a robust forest classifier that are able to cover the description space of all training examples.

5.1 Classification with a forest

After the construction of the FDT as explained previously (Section 4.3), each FDT is used to classify the whole test set of keyframes. Then, by means of the classification, each keyframe \( k \) from the test set is associated with a membership degree \( F_{\text{deg}}(c) \) to each class \( c \).

With a forest of \( n \) FDTs, corresponding to a single class to be recognized, the classification of a keyframe \( k \) is performed in two steps (see Figure 4):

1. classification of \( k \) by means of the \( n \) FDT of the forest: \( k \) is classified with each FDT \( F_i \) in order to obtain a degree \( F_{\text{deg}}(c) \) of \( k \) to belong to the class \( c \). We denote \( d_i(k) = F_{\text{deg}}(c) \) the degree given by \( F_i \) for \( k \).

2. sum (or average) of the \( d_i(k) \), \( i = 1, ..., n \) degrees for each \( k \) in order to obtain a single value \( d(k) = \sum_{i=1}^{n} d_i(k) \), which corresponds to the degree for the forest to believe that the \( k \) contains the feature. The higher \( d(k) \), the higher it is believed that \( k \) contains the corresponding feature.

5.2 Ranking of the test shots

Finally, shots are ranked according to a degree \( D(S) \): the higher \( D(S) \), the higher the FFDT believed that \( S \) contains the corresponding feature.

Since only high-level features in shot are considered, the degrees of all the keyframes (RKF and NRKF) that pertain to the same shot \( S \) are aggregated to obtain the degree \( D(S) \). We considers that a shot contains a given feature if at least one of its keyframes contains the feature. Therefore, the degree \( D(S) \) for the shot \( S \) containing the feature is \( D(S) = \max_{k \in S}(d(k)) \).

6 Learning High-level Features

In order to compare our approach to others we participated to the high-level feature extraction task at TRECVID 2006 [11]. The aim of that task is to propose, for each high-level feature, a ranking of at most 2000 shots that contain it. The addressed features (and their identification number) are: sports (1), weather (3), office (5), meeting (6), mountain (12), waterscape/waterfront (17), corporate leader (22), police security (23), military personnel
(24), animal (26), computer TV screen (27), US flag (28), airplane (29), car (30), truck (32), people marching (35), explosion fire (36), maps (38), and charts (39).

For this study forests of 5, 11, 20, 30, 40, and 60 Fuzzy Decision Trees were built and compared between each other for each high-level feature.

6.1 Experimental roadmap

The TRECVID video corpus [11] is composed of:

- the **development data**: used to construct the system. It is composed of 137 video news (recorded in November 2004), 30mn length in average. These videos were segmented into shots and are associated with an XML file that gives information about the shots (time code, duration, etc.). Each shot is associated with a representative keyframe and, possibly, a set of non representative keyframes. Each keyframe has been (manually) indexed by one or more high level feature. The development data is composed of around 74500 keyframes (devel keyframes).

- the **test data**: used to evaluate the system. It is composed of 259 video news (recorded in November and December 2005), 30mn length in average. As in the development data, these videos have also been segmented into shots and are associated with an XML file that gives information about the shots (timecode, duration, etc.). Each shot is associated with a representative keyframe and, possibly, a set of non representative keyframes. None of the keyframes is indexed. The test data is constituted by around 146000 keyframes (test keyframes).

The set of training keyframes is highly unbalanced. For instance, for the Sports feature there are 60066 keyframes without the Sports feature, while only 1570 keyframes with it. As stated in Section 5 this problem can be solved by sampling the data set. The size of the training set was limited to 5000 keyframes at most, with as many keyframes in each class.

All runs are evaluated by means of the Inferred Average Precision (InfAP) [11], and the number of hits at several depths of the ranking (first 100, first 1000, all 2000). These values were computed by means of the software provide by the NIST and the reference file published after the competition. In order to provide an idea of the degree of complexity for the detection of each feature, the median InfAP from the 88 submitted results that were sent for evaluation to TRECVID 2006 is also shown.

6.2 Fuzzy Decision Forest vs other methods

Even though our descriptors are rather simple and incomplete, by looking Figure 5, we observe that the performance in average of the FFDT is around the median of all submitted runs.

![Figure 5: Importance of the size of the forest](image)

We observe that the features that relatively to others seem to work better, in decreasing order, are: maps (38), sports (1), car (30), computer TV screen (27), military personnel (24), and weather (3). It is interesting to notice that (a) while map detection performs well, chart detection performs poorly and (b) that besides military personnel detection these features seem to be easily characterized by visual descriptors, which is coherent with our approach.
If we compare our approach to (the median of) the others, and only by looking the features where some reasonable results were obtained by all the participants, we observe that our approach is particularly interesting for the detection of the features military personnel (24), desert (10), car (30) and waterscape/waterfront (17). And that our approach is relatively weak for weather (3), meeting (6) and sport (1). We guess that the reason for this is, in the one hand the existence of specialized systems for these features and, in the other hand, the simplicity of our visual descriptors. Further works will address these precise questions.

6.3 Size of the Forests

By looking on the overall performance (Figure 5) and to the per feature results, we clearly remark that by increasing the number of FDTs of a forest we improve the results. This confirms the hypothesis that FFDT is a suitable technique for covering large, unbalanced, multiclass data sets.

However, we observe that there is a limit in the number of FDT for a forest. In fact, too many classifiers lead to an over specialization to the development data, implying a loss in the generalization power.

6.4 Classification vs Ranking

Our approach performs better (relatively to others), when looking at large recall list (e.g. all the 2000 ranked shots), than when looking at the top of the list (e.g. shots ranked within the first 100). In Figure 6, we show the distribution of good classified shots in relation with their ranking.

Although the use of a forest increases the accuracy of the values and the overall ranking with respect to a single FDT classifier, it appears that the improvement is still not sufficient and uniform enough. In fact, classification algorithms like decision trees do not optimize the ranking, but only the decision concerning the class.

In other words, a classification algorithm like decision trees will try to keep all degrees above a certain (decision) threshold rather that focusing on the fact that the higher the degrees have to be more certainly in the class. In terms of error, in classification, it should be avoided that correct examples are classified under a certain threshold, while in ranking optimisation and error at high a the degree of certainty should cost more than at a lower one.

The presence of false positives in the classification (examples wrongly classified as being in the class) will degrade the ranking because both true positives (examples perfectly classified in the class) and false positives will have the same degree of classification, the sorting will not guarantee that true positives will be on the top of the ranking. However, the classification guarantees that “in a sufficiently large amount” of examples, the precision will be good.

However, in Figure 6, for each feature, the relative precision by level is presented. Ideally, a good rank-
ing system should provide 100% of the true positives within the top positions of the ranking. With a forest, it can be seen that in general, the global precision for a feature is given mostly by the true positives ranked after the 1000th rank in the ordered shots. Supporting the hypothesis that a classifier is able to detect the presence of a feature in keyframes, does not automatically imply that it can sort them on the presence criteria.

For some rare features (truck (32), military personnel (24), meeting (6), office (5), sports (1)), the number of relative true positives found within the first 10 ranked is very high. On the contrary, for the features people marching (35) and mountain (12), the true positives are never ranked within the 500 first of the list.

The direct learning of ranking is an interesting alternative and is today a new field of research [1].

7 Conclusion

Our aim is to build a system that can automatically recognize a set of high level features for each shot in a video. The basis of our approach is to use a forest of fuzzy decision trees to construct the heart of an automatic system, in order to reduce the need of human usage in the process of indexation.

Although decision trees are very popular as key technology in several application domains, video indexation seems to be an exception. And even if our low level features are rather simple, when comparing our approach to others on the basis of the TRECVID 2006 challenge, we notice that the FFDTs have performance close to the median.

Combining several classifiers (here FDTs into a FFDT) improve the results and this especially since we address a large, unbalanced, multiclass video data collection. There is a performance limit due to overfitting.

Some high level features are “easier” to learn than others. It seems to be a strong correlation between the quality of the results and how well a feature can be described visually. But further research should be done in this direction, in particular by studying the homogeneity of the visual classes.

On the final analysis, there is strong difference between classifications – what most machine learning algorithms do – and ranking optimization. In fact, in the classification case we maximise the accuracy of the decision and not the degree of confidence of this decision. While combining several classifiers through a vote (sum of the degrees) seems to improve the exactness of the confidence degree, the direct learning of the ranking is an alternative promising research field.
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Abstract
This paper introduces a new approach to classification which combines pairwise decomposition techniques from machine learning with ideas and tools from fuzzy preference modeling. The approach, called fuzzy relational classification, effectively reduces the problem of classification to a problem of decision making based on a fuzzy preference relation. It will be shown that, by decomposing such a relation into a strict preference, an indifference, and an incomparability relation, it becomes possible to quantify different types of uncertainty in classification, and thereby to support more sophisticated classification and postprocessing strategies.
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1 Introduction

As one of the standard problems of supervised learning, the performance task of classification has been studied intensively in the field of machine learning. The arguably simplest type of classification problems are dichotomous (binary, two-class) problems for which a multitude of efficient and theoretically well-founded classification methods exists. Needless to say, however, practically relevant problems are rarely restricted to the binary case. One approach for tackling polychotomous problems is to use model classes that are able to represent a multi-class classifier, i.e., an \( X \rightarrow \mathcal{L} \) mapping for \( |\mathcal{L}| > 2 \), directly. An alternative strategy to approach such problems is to transform the original problem into several binary problems via a class binarization technique. The most popular class binarization technique is the unordered or one-against-rest binarization, where one takes each class in turn and learns a binary concept that discriminates this class from all other classes.

The key idea of the alternative learning by pairwise comparison (LPC) approach (aka pairwise classification, round robin learning, one-vs-one) is to transform an \( m \)-class problem into \( m(m - 1)/2 \) binary problems, one for each pair of classes.\(^1\) At classification time, a query instance is submitted to all binary models, and the predictions of these models are combined into an overall classification. In [5, 6], it was shown that pairwise classification is not only more accurate than the one-against-rest technique but that, despite the fact that the number of models that have to be learned is quadratic in the number of classes, pairwise classification is also more efficient (at least in the training phase) than one-against-rest classification.

This paper elaborates on another interesting aspect of the LPC approach: Assuming that every binary learner outputs a score in the unit interval (or, more generally, an ordered scale), and that this score can reasonably be interpreted as a “fuzzy preference” for the first in comparison with the second class, the complete ensemble of pairwise learners produces a fuzzy preference relation. The final classification decision is then made on the basis of this relation. In other words, the problem of classification has been reduced, in a first step, to a problem of decision making based on a fuzzy preference relation.

The novel aspect here is to look at the ensemble of predictions as a fuzzy preference relation. This perspective establishes a close connection between (pairwise) learning and fuzzy preference modeling, and therefore allows for applying techniques from the former field in the context of machine learning. In this paper, we are especially interested in exploiting techniques for decomposing a fuzzy (weak) preference relation into a preference structure consisting of a strict preference, an indifference, and an incomparability relation.

\(^1\)Alternatively, one can consider a binary problem for every ordered pair of classes, in which case the total number of such problems is doubled. We shall come back to this point later on.
As will be argued in more detail later on, the latter two relations have a quite interesting interpretation and important meaning in the context of classification, where they represent two types of uncertainty: ambiguity and ignorance. Consequently, these relations can support more sophisticated classification strategies, including those that allow for partial reject options.

The remainder of the paper is organized as follows. Section 2 details the LPC approach to classification, and section 3 recalls the basics of fuzzy preference structures. The idea of classification based on fuzzy preference relations is outlined in section 4. Section 5 elaborates on an important element of this approach, namely learning weak preferences between class labels. First empirical results are presented in section 6, and section 7 concludes the paper.

2 Learning by Pairwise Comparison

As mentioned earlier, learning by pairwise comparison (LPC) transforms a multi-class classification problem, i.e., a problem involving \( m > 2 \) classes (labels) \( \mathcal{L} = \{ \lambda_1, \ldots, \lambda_m \} \), into a number of binary problems. To this end, a separate model (base learner) \( \mathcal{M}_{i,j} \) is trained for each pair of labels \( (\lambda_i, \lambda_j) \in \mathcal{L} \). \( \mathcal{M}_{i,j} \) is intended to separate the objects with label \( \lambda_i \) from those having label \( \lambda_j \). If \( (x, \lambda_a) \in \mathcal{X} \times \mathcal{L} \) is an original training example (revealing that instance \( x \) has label \( \lambda_a \), then \( x \) is considered as a positive example for all learners \( \mathcal{M}_{a,j} \) and as a negative example for the learners \( \mathcal{M}_{j,a} \) \((j \neq a)\); those models \( \mathcal{M}_{i,j} \) with \( a \notin \{i, j\} \) simply ignore this example.

At classification time, a query \( x \) is submitted to all learners, and each prediction \( \mathcal{M}_{i,j}(x) \) is interpreted as a vote for a label. In particular, if \( \mathcal{M}_{i,j} \) is a \( [0, 1] \)-valued classifier, \( \mathcal{M}_{i,j}(x) = 1 \) is counted as a vote for \( \lambda_i \), while \( \mathcal{M}_{i,j}(x) = 0 \) would be considered as a vote for \( \lambda_j \). Given these outputs, the simplest classification strategy is to predict the class label with the highest number of votes. A straightforward extension of the above voting scheme to the case of \( [0, 1] \)-valued (scoring) classifiers yields a weighted voting procedure. The score for label \( \lambda_i \) is computed by

\[
r_i \equiv \frac{1}{m-1} \sum_{1 \leq j \neq i \leq m} r_{i,j},
\]

where \( r_{i,j} = \mathcal{M}_{i,j}(x) \), and again the label with the highest score is predicted.

The votes \( r_{i,j} \) in (1) and, hence, the learners \( \mathcal{M}_{i,j} \) are usually assumed to be (additively) reciprocal, that is,

\[
r_{j,i} \equiv 1 - r_{i,j}
\]

and correspondingly \( \mathcal{M}_{i,j}(x) \equiv 1 - \mathcal{M}_{j,i}(x) \). Practically, this means that only one half of the \( m(m-1) \) classifiers \( \mathcal{M}_{i,j} \) needs to be trained, for example those for \( i < j \). As will be explained in more detail below, this restriction is not very useful in our approach. Therefore, we will train the whole set of classifiers \( \mathcal{M}_{i,j} \), \( 1 \leq i \neq j \leq m \), which means that no particular relation between \( r_{i,j} \) and \( r_{j,i} \) will be assumed.

3 Fuzzy Preference Structures

Considering the classification problem as a decision problem, namely a problem of deciding on a class label for a query input \( x \), an output \( r_{i,j} = \mathcal{M}_{i,j}(x) \) can be interpreted as a preference for label \( \lambda_i \) in comparison with label \( \lambda_j \); the higher \( r_{i,j} \), the more preferred is \( \lambda_i \) as a classification for \( x \), i.e., the more likely \( \lambda_i \) appears in comparison with label \( \lambda_j \). Correspondingly, the matrix

\[
\mathcal{R} = \begin{bmatrix}
- & r_{1,2} & \cdots & r_{1,m} \\
- & r_{2,1} & \cdots & r_{2,m} \\
\vdots & \vdots & \ddots & \vdots \\
r_{m,1} & r_{m,2} & \cdots & -
\end{bmatrix}
\]

obtained by collecting the outputs of the whole classifier ensemble can be interpreted as a fuzzy or valued preference relation. A classification decision can then be made on the basis of the relation (3). To this end, one can resort to corresponding techniques that have been developed and investigated quite thoroughly in fuzzy preference modeling and decision making [4]. In principle, the simple voting scheme (1) outlined in section 2 can be seen as a special case of such a decision making technique.

In this paper, our interest concerns the application of techniques for decomposing the relation \( \mathcal{R} \) into three associated relations with different meaning. Suppose that \( \mathcal{R} \) can be considered as a weak preference relation, which means that \( r_{i,j} = R(\lambda_i, \lambda_j) \) is interpreted as \( \lambda_i \geq \lambda_j \), that is, “label \( \lambda_i \) is at least as likely as label \( \lambda_j \)”. From this relation, one can derive a fuzzy preference structure consisting of a strict preference relation \( \mathcal{P} \), an indifference relation \( \mathcal{I} \), and an incomparability relation \( \mathcal{J} \). Referring to the class of t-norms [9] to operate on fuzzy preference degrees, a fuzzy preference structure can be defined as follows: Let \( (\mathcal{T}, \mathcal{S}, N) \) be a continuous De Morgan triplet consisting of a strong negation \( N \), a t-norm \( T \), and its N-dual t-conorm \( \mathcal{S} \); moreover, denote the \( T \)-intersection of two sets \( A \) and \( B \) by \( A \cap_T B \) and the \( S \)-union by \( A \cup_S B \). A fuzzy preference structure on \( \mathcal{L} \) is a triplet \((\mathcal{P}, \mathcal{I}, \mathcal{J})\) of fuzzy relations satisfying

- \( \mathcal{P} \) and \( \mathcal{J} \) are irreflexive, \( \mathcal{I} \) is reflexive;
- \( \mathcal{P} \) is \( T \)-asymmetrical (\( \mathcal{P} \cap_T \mathcal{P}^t = \emptyset \)), \( \mathcal{I} \) and \( \mathcal{J} \) are symmetrical;
Figure 1: Classification scenario: Observations from two classes (points) and new query instances (crosses).

- $P \cap T = \emptyset, P \cap J = \emptyset, I \cap T = \emptyset$;
- $P \cup S \cap I \cup S \cap J = \mathcal{L} \times \mathcal{L}$.

The question of how to decompose a weak (valued) preference relation $R \in [0,1]^{m \times m}$ into a strict preference relation $P$, an indifference relation $I$, and an incomparability relation $J$ such that $(P,I,J)$ is a fuzzy preference structure have been studied extensively in the literature (e.g. [4, 1]). Without going into technical detail, we only give an example of a commonly employed decomposition scheme (again, we denote $r_{i,j} = R(\lambda_i, \lambda_j)$):

$$
P(\lambda_i, \lambda_j) = r_{i,j} \times (1 - r_{j,i})$$
$$I(\lambda_i, \lambda_j) = r_{i,j} \times r_{j,i}$$
$$J(\lambda_i, \lambda_j) = (1 - r_{i,j}) \times (1 - r_{j,i})$$

A related decomposition scheme will also be used in the experimental part below.

4 Fuzzy Modeling of Classification Knowledge

The relations $I$ and $J$ have a very interesting meaning in the context of classification: Indifference corresponds to the ambiguity of a classification decision, while incompatibility reflects the corresponding degree of ignorance. To illustrate what we mean, respectively, by ambiguity and ignorance, consider the simple classification scenario shown in Fig. 1: Given observations from two classes, black and white, three new instances marked by a cross need to be classified. Obviously, given the current observations, the upper left instance can quite safely be classified as white. The case of the lower left instance, however, involves a high level of ambiguity, since both classes, black and white, appear plausible. The third situation is an example of ignorance: The upper right instance is located in a region of the instance space in which no observations have been made so far. Consequently, there is neither evidence in favor of class black nor in favor of class white.

In the above example, the meaning of and difference between ambiguity and ignorance is intuitively quite obvious. Upon closer examination, however, these concepts turn out to be more intricate. In particular, one should realize that ignorance is not immediately linked with sparseness of the input space. This is due to the fact that generalization in machine learning is not only based on the observed data but also involves a model class with associated model assumptions. In fact, a direct connection between ignorance and sparsely populated regions of the input space can only be established for instance-based (prototype-based) classifiers, since these classifiers are explicitly based on the assumption that closely neighbored instances belong to the same class.

The situation is different, however, for other types of models. For example, Fig. 2 shows a scenario in which a query point in a sparse input region can be classified quite safely, given the observed data in conjunction with the assumption of a linear model. In other words, given the correctness of the inductive bias of the learner (linearity assumption), the current observations allow for quite confident conclusions about the label of the query, even though the latter does not have any close neighbors.

The above considerations give rise to the following conception of ambiguity and ignorance in the context of classification: Let $\mathcal{M}$ denote the model class underlying the classification problem, and let $\mathcal{V} = \mathcal{V}(\mathcal{D})$ be the set of models which are compatible with the examples given, i.e., the set of models which can still be regarded as possible candidates given the data $\mathcal{D}$; in the machine learning literature, $\mathcal{V}$ is called the version
space. Now, given a query \( x_0 \in X \), the set of possible predictions is

\[
Y_0 = \{ M(x) \mid M \in V(D) \subseteq M \} \tag{5}
\]

If the output of a model \( M \in \mathcal{M} \) is a (deterministic) class label, then \( Y_0 \) is a subset of class labels \( Y_0 \subseteq L \). Otherwise, if \( \mathcal{M} \) is a class of probabilistic classifiers, then \( Y_0 \) is a class of probability distributions over \( L \).

In any case, it seems reasonable to define the degree of ignorance of a prediction in terms of the diversity of \( Y_0 \). The more predictions appear possible, i.e., the higher the diversity of predictions, the higher is the degree of ignorance.

According to this view, ignorance (incomparability) corresponds to that part of the (total) uncertainty about a prediction which can potentially be reduced by gathering more examples and thereby shrinking the version space. As opposed to this, the degree of ambiguity (indifference) corresponds to that part of the uncertainty which is due to a known conflict and which cannot be reduced any further.

The general idea of our method is to learn the weak preference relation \( (P, I, J) \) such that \( J \) characterizes the ignorance involved in a prediction, in the sense as outlined above, and \( I \) the ambiguity of the classification. In this context, two important questions have to be answered: Firstly, how to learn a suitable weak preference relation \( R \), and secondly, how to decompose \( R \) into a structure \( (P, I, J) \). These problems will be discussed in more detail in the following section.

5 Learning Weak Preference Relations

As mentioned above, the first step of our method consists of learning the weak preference relation \( R \). More specifically, for every pair of labels \( (\lambda_i, \lambda_j) \), we have to induce models \( M_{i,j} \) and \( M_{j,i} \) such that, for a given query input \( x \), \( M_{i,j}(x) \) corresponds to the degree of weak preference \( \lambda_i \geq \lambda_j \) and, vice versa, \( M_{j,i}(x) \) to the degree of weak preference \( \lambda_j \geq \lambda_i \).

The models \( M_{i,j} \) are of special importance as they directly determine the degrees of ambiguity and ignorance associated with a comparison between \( \lambda_i \) and \( \lambda_j \). This fact is also crucial for the properties that the models \( M_{i,j} \) should obey.

According to the idea outlined in the previous section, a weak preference in favor of a class label should be derived from the set \( (5) \) of possible predictions. As this set in turn depends on the version space \( V \), the problem comes down to computing or at least approximating this space. In this connection, it deserves mentioning that an exact representation of the version space will usually not be possible for reasons of complexity. Apart from that, however, a representation of that kind would not be very useful either. In fact, despite the theoretical appeal of the version space concept, a considerable practical drawback concerns its extreme sensitivity toward noise and inconsistencies in the data.

To overcome these problems, our idea is to approximate a version space in terms of a finite number of representative models. More specifically, consider the problem of learning a binary model \( M_{i,j} \) from an underlying model class \( R \). To approximate the version space associated with \( M_{i,j} \), we induce a finite set of models

\[
M_{i,j} = \{ M_{i,j}^1, M_{i,j}^2, \ldots, M_{i,j}^K \} \subseteq \mathcal{M} \tag{6}
\]

The set of possible predictions \( (5) \) is approximated correspondingly by

\[
\hat{Y}_0 = M_{i,j}(x) = \bigcup_{k=1}^{K} M_{i,j}^k(x).
\]

The way in which the models in \( (6) \) are obtained depends on the model class \( \mathcal{M} \). The basic idea is to apply randomization techniques as they are typically employed in ensemble learning methods. In the experiments below, we shall use ensembles of linear perceptrons, each of which is trained on a random permutation of the whole data.

An illustration is given in Fig. 3. Assuming that the two classes \textit{black} and \textit{white} can be separated in terms of a linear hyperplane, the version space consists of all those hyperplanes that classify the training data correctly. Given a new query instance, a unique class label can be assigned only if that instance lies on the same side of \textit{all} hyperplanes (this situation is sometimes called “unanimous voting” [11]). Otherwise,
both predictions are possible; the corresponding set of instances constitutes the “region of ignorance” which is shaded in light color.

In the above example, \{0, 1\}-valued classifiers were used for the sake of simplicity. In the context of fuzzy classification, however, scoring classifiers with outputs in the unit interval are more reasonable. Suppose that each ensemble member \(M_{i,j}^k\) in (6) outputs a score \(s_{i,j}^k \in [0, 1]\). The minimum of these scores would in principle be suitable as a degree of (weak) preference for \(\lambda_i\) in comparison with \(\lambda_j\):

\[
\alpha_{i,j} = \min_{k=1 \ldots K} s_{i,j}^k.
\]

As this order statistic is quite sensitive toward noise and outliers, however, we propose to replace it by the empirical \(\alpha\)-quantile of the distribution of the \(s_{i,j}^k\) (a reasonable choice is \(\alpha = 0.1\)).

Note that, in case the models in \(\mathcal{M}\) are reciprocal, only \(M_{i,j}\) or \(M_{j,i}\) needs to be trained, but not both. We then have \(s_{i,j}^k = 1 - s_{j,i}^k\), and the \(\alpha\)-quantile for \(M_{i,j}\) is given by 1 minus the \((1 - \alpha)\)-quantile for \(M_{j,i}\).

In other words, the degree of ignorance is directly reflected by the distribution of the scores \(s_{i,j} = 1 - s_{j,i}\), and corresponds to the length of the interval between the \(\alpha\)-quantile and the \((1 - \alpha)\)-quantile of this distribution. Thus, the more precise this distribution, the smaller the degree of ignorance. In particular, if all models \(M_{i,j}^k\) output the same score \(s\), the ignorance component shrinks to 0. An illustration is given in Fig. 4.

Figure 4: Distribution of the scores output by an ensemble \(M_{i,j}\). The degree of ignorance corresponds to the imprecision (width) of the distribution (here measured in a robust way in terms of the distance between the \(\alpha\)- and \((1 - \alpha)\)-quantile).

Our approach of fuzzy relational classification (FRC) as outlined above can be seen as a technique for deriving a condensed representation of the classification-relevant information contained in the version space. Once a preference structure \((\mathcal{P}, \mathcal{I}, \mathcal{J})\) has been induced, it can be taken as a point of departure for sophisticated decision strategies which go beyond simple voting procedures. This approach becomes especially interesting in extended classification scenarios, that is, generalizations of the conventional setting in which a single decision in favor of a unique class label is requested. For example, it might be allowed to predict several class labels instead of single one in cases of ambiguity, or to defer an immediate decision in cases of ignorance (or ambiguity). The latter scenario is known as classification with reject option in the literature, where one often distinguishes between ambiguity rejection [2, 7] and distance rejection [3]. Interestingly, this corresponds roughly to our distinction between ambiguity and ignorance. As we explained above, however, our conception of ignorance is more general and arguably more faithful, as it takes the underlying model assumptions into account: equating distance (between the query and observed examples) with ignorance does make sense for instance-based classifiers but not necessarily for other approaches with different model assumptions.

Of course, the design of suitable decision policies is highly application-specific and beyond the scope of this paper. In the next section, we therefore restrict ourselves to a simple experimental setup which is suitable for testing a key feature of FRL, namely its ability to represent the amount of uncertainty associated with a classification. More specifically, we used FRL as a means for implementing a reject option in the context of binary classification.

6 Experimental Results

We conducted an experimental study on 8 binary classification data sets from the Statlog and UCI repositories (cf. Fig. 5).

<table>
<thead>
<tr>
<th>name</th>
<th># features</th>
<th># examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>australian_scale</td>
<td>14</td>
<td>690</td>
</tr>
<tr>
<td>breast-cancer_scale</td>
<td>10</td>
<td>683</td>
</tr>
<tr>
<td>fourclass_scale</td>
<td>2</td>
<td>862</td>
</tr>
<tr>
<td>german</td>
<td>24</td>
<td>1000</td>
</tr>
<tr>
<td>heart-scale</td>
<td>13</td>
<td>270</td>
</tr>
<tr>
<td>splice-scale</td>
<td>60</td>
<td>1000</td>
</tr>
<tr>
<td>sonar-scale</td>
<td>60</td>
<td>208</td>
</tr>
<tr>
<td>wla</td>
<td>300</td>
<td>2477</td>
</tr>
</tbody>
</table>

Figure 5: Data sets used in the experiments.

\(^2\)These are preprocessed versions from the LIBSVM-website.
split into a training and test set of (roughly) equal size. As model classes $M_{i,j}$, we used ensembles of 100 perceptrons with linear kernels and the default additive diagonal constant 1 (to account for non-separable problems), which were induced on the training data. Each perceptron was provided with a random permutation of the training set in order to obtain a diverse ensemble [8]. This process was repeated 10 times to reduce the bias induced by the random splitting procedure, and the results were averaged.

On the test sets, the real-valued classification outputs of the perceptrons were converted into normalized scores using a common logistic regression approach by Platt [10]. For a given test instance, the weak preference component $r_{i,j} = R(\lambda_i, \lambda_j)$ was derived by the 0.1-quantile of the distribution of the scores from the ensemble $M_{i,j}$ (see section 5). Moreover, as a decomposition scheme we used a slight modification of (4):

\[
\begin{align*}
\mathcal{P}(\lambda_i, \lambda_j) &= r_{i,j} (1 - r_{j,i}) \\
\mathcal{I}(\lambda_i, \lambda_j) &= 2 r_{i,j} r_{j,i} \\
\mathcal{J}(\lambda_i, \lambda_j) &= 1 - (r_{i,j} + r_{j,i})
\end{align*}
\] (7)

The reason for the modification is that in (7), the ignorance component nicely agrees with our derivation of weak preference degrees: It just corresponds to the width of the distribution of the scores generated by $M_{i,j}$ (or, more precisely, the length of the interval between the quantiles of this distribution); therefore, it reflects the diversity of the predictions and becomes 0 if all ensemble members $M_{i,j}$ agree on exactly the same score.

Finally, all test instances were ordered with respect to the associated degrees of indifference (ignorance), and corresponding accuracy-rejection diagrams were derived. These diagrams provide a visual representation of the accuracy levels $\alpha$ as a function of the rejection rate $\rho$: If the $\rho\%$ test instances with the highest degrees of indifference (ignorance) are refused, then the classification rate on the remaining test instances is $\alpha$. Obviously, the effectiveness of FRL in representing uncertainty is in direct correspondence with the shape of the accuracy-rejection curve: If the degree of indifference (ignorance) produced by FRL is a good indicator of the reliability of a classification, then the ordering of instances according to indifference (ignorance) is in agreement with their respective degree of reliability (chance of misclassification), which in turn means that the accuracy-rejection curve is increasing. The presumption that FRL is indeed effective in this sense is perfectly confirmed by the experimental results, as can be seen in Fig. 6–7.

7 Conclusions

In this paper, we have introduced a new approach to classification learning which refers to the concept of fuzzy preference structures. This approach is intimately related with learning by pairwise comparison (LPC), a well-known machine learning technique for reducing multi-class to binary problems. The key idea of our approach, called fuzzy relational classification (FRC), is to use LPC in order to learn a fuzzy (weak) preference relation among the potential class labels. The original classification problem thus becomes a problem of decision making, namely of taking a course of action on the basis of this fuzzy preference relation. This way, our approach makes machine learning amenable to techniques and decision making strategies that have been studied intensively in the literature on fuzzy preferences.

An interesting example of corresponding techniques has been considered in more detail in this paper, namely the decomposition of a weak preference relation into a strict preference, an indifference, and an incomparability relation. We have argued that, in a classification context, indifference can be interpreted as the ambiguity of a prediction while indifference represents the level of ignorance. These concepts can be extremely useful, especially in extended classification scenarios which go beyond the prediction of a single label or do offer the option to abstain from a immediate classification decision.

First empirical studies have shown that FRC is indeed able to represent the uncertainty related to a classification decision: The implementation of a reject options turned out to be highly effective, regardless of whether the decision to abstain is made on the basis of the degree of ambiguity or the degree of ignorance.

The main contribution of this paper is a basic conceptual framework of fuzzy relational classification, including first empirical evidence in favor of its usefulness. Nevertheless, this framework is far from being complete and still leaves much scope for further developments. This concerns almost all steps of the approach and includes both aspects of learning and decision making. Just to give an example, our approach outlined in section 5 is of course not the only way to learn a weak preference relation. Moreover, the aspect of optimal decision making on the basis of pairwise preferences has not yet been addressed (as it strongly depends on the classification scenario). Issues of that kind will therefore be explored in future work.

Acknowledgements. This research was supported by the German Research Foundation (DFG).
Figure 6: Accuracy-rejection curves for the data sets 1–4.

Figure 7: Accuracy-rejection curves for the data sets 5–8.
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Abstract

In many regression learning algorithms for fuzzy rule bases it is not possible to define the goal measure to be optimized freely. A possible alternative is the usage of global optimization algorithms like genetic programming approaches. These approaches, however, are very slow because of the high complexity of the search space. In this paper we present a novel approach where we first create a large set of (possibly) redundant rules using inductive rule learning and where we use a bacterial evolutionary algorithm to identify the best subset of rules in a subsequent step. The evolutionary algorithm tries to find an optimal rule set with respect to a freely definable goal function.

Keywords: Inductive Learning, Rule Selection, Interpretability, Bacterial Evolutionary Algorithm.

1 Introduction

Regression learning is concerned with finding a function \( f(x), \mathbb{R}^n \mapsto \mathbb{R} \) which best fits a given data set \( X \). As fuzzy rule bases are capable of fulfilling requirements regarding interpretability and accuracy, they are often used in control applications, where expert knowledge is not available, but knowledge of the resulting system is essential [6].

Most methods for learning fuzzy rule bases (or fuzzy regression trees), however, choose a stepwise approach to construct the rule base. Therefore, decisions are based on local criteria like entropy gain, confidence and support, or improvement in goodness of fit (e.g., mean squared error). This approach has two shortcomings: Firstly, selecting accurate rules individually is not sufficient, as the interaction of the rules is very important for the overall performance of the rule base in the fuzzy case. Secondly, it is usually not possible to define the goal function freely. This becomes crucial, when global criteria—like interpretability measures [12]—are involved.

Recent approaches which try to use more problem specific selection criteria have been presented e.g., for regression trees, where a rough approximation of the expected output is used. As at the time a node is split no results from the subtrees are available, the quality of the split is measured by interpolating between the mean values of each subgroup [9,14].

\[
\text{MSE}_{\text{DT}}(P, z, X) = \frac{\sum_{x \in X} \mu_X(x)(z_P(x) - z(x))^2}{|X|},
\]

\[
z_P(x) = t(P(x)z(X|P) + t(\neg P(x))z(X|\neg P),
\]

where \( X \) is the data set, \( P \) the predicate to be applied, \( z \) the actual goal function and \( z(X|P) \) the average of \( z \) in \( X \), weighted according to \( P \). \( t() \) denotes the truth evaluation function. Although this approach is an improvement over traditional approaches and it might be adopted to other error measures easily, it still uses a step wise approach and is therefore restricted to an approximation of the final tree structure. Other approaches use subsequent optimization techniques like pruning [14] or meta-optimization techniques like boosting [16].

Currently, only a few approaches like genetic programming [17] are capable of optimizing a complete rule base. These approaches, however, are usually very complex and time consuming, as the search space is extremely large.

We overcome these limitations by splitting the construction of the rules and the construction of the final rule base. Namely we construct a large set of rules first, where all rules fulfill only minimal requirements in terms of confidence and support. Then we select a much smaller subset of these rules using a bacterial evolutionary algorithm (BEA). As in the BEA we can define the goal function freely, we finally obtain a rule set which perfectly fits the requirements. Comparable
approaches for classification problems using genetic algorithms have been presented in [11] and [19]. The main disadvantage of these approaches is their complexity, caused by the use of GAs and a binary coding. Furthermore, the key advantage of this approach—its ability to find a good combination of rules—is much more powerful when applied to regression learning.

Bacterial evolutionary algorithms are simpler than genetic algorithms and it is possible to reach lower error levels within a short time. They comprise of two operations inspired by the microbial evolution phenomenon. The bacterial mutation operation which optimizes the chromosome of one bacterium, and the gene transfer operation which transfers information between different bacteria within the population. BEA have already been successfully applied to rule learning [5] and feature selection [4].

In this paper we will first introduce the bacterial evolutionary algorithm and we show how this method can be applied to the problem of rule selection. Then some simulation results are presented, to illustrate the potential of this new approach. Finally, an outlook to future work is given.

2 Bacterial Evolutionary Algorithm

There are several optimization algorithms which were inspired by the processes of evolution. These processes can be easily applied in optimization problems where one individual corresponds to one solution of the problem. An individual can be represented by a sequence of numbers that can be bits as well. This sequence is called chromosome, which is nothing else than the individual itself. Bacterial evolutionary algorithms are a recent variant of genetic algorithms based on bacterial evolution rather than eukaryotic. Bacteria share chunks of their genes rather than perform neat crossover in chromosomes, which means bacterial genomes can grow or shrink. This mechanism is used both in the bacterial mutation and the gene transfer operations. The latter substitutes the genetic algorithms crossover operation, so information can be transferred between different individuals. As in this approach many operations can be performed in parallel, it can be adopted to a parallel computing environment in a straightforward manner.

2.1 Generating the initial rule set

In our approach we use a method which finds all rules fulfilling minimal requirements in terms of confidence and support called FS-Miner [8]. Although it might be possible to remove rules covering the same range of the data space using a partial ordering structure, we do not use this mechanism as we want to obtain the most comprehensive set of rules. Of course, other rule learning methods might be used as well (e.g. association rule miners [1, 10]). The underlying set of predicates was defined using CompFS [7]. For each attribute, a partition into five fuzzy sets was created automatically. Furthermore, ordering based predicates were defined, too [3].

2.2 The encoding method

In bacterial evolutionary algorithms, one bacterium \( \xi_i, i \in I \) corresponds to one solution of the problem under investigation. For the task of selecting \( m_i \) rules from a set of \( n \) rules \( (m_i \leq n) \), the bacterium consists of a vector of rule indices \( \xi_i = \{\xi_i^1, \ldots, \xi_i^m\} \), \( 1 \leq \xi_i^k \leq n \) with \( \xi_i^k \) being the index of the \( k \)-th rule and \( \xi_i^k \neq \xi_l^k \) for \( k \neq l \).

This encoding method, although more complex than a simple binary coding, has strong benefits. First of all this encoding supports the implicit definition of subgroups from not consecutive rules. When using a binary coding, subgroups can only evolve amongst neighboring rules. Having subgroups of rules is, however, very important as these subgroups may contain interacting rules with a good overall performance. Furthermore, the evolutionary operations perform block operations which preserve these subgroups. Secondly, we have total control on the number of rules in the rule base. By specifying the length of elements inserted or deleted from the bacterium, we determine the overall number of rules involved. When using a binary coding, the number of rules is equivalent to the number of 1’s, making it much harder to control the overall number of rules in a single step.

2.3 The evaluation function

Similar to genetic algorithms the fitness of a bacterium \( \xi_i \) is evaluated using an evaluation function \( \phi(\xi_i) \). As this evaluation function is computed for all bacteria after each mutation, its efficiency has a major influence on the overall runtime performance of the algorithm.

When a regression problem is only optimized with respect to the overall error the problem occurs, that the number of rules will increase rapidly. Although this effect can be reduced by using a separate test data set, we might want to obtain the best result involving a certain number of rules. As, however, defining the size of the final rule base a-priory is difficult, we use a fuzzy predicate which is incorporated in the target function to limit the size of the rule base. Doing so, we can compute the best result for a given threshold size [19].

For a given data set \( S^* \subset S \) we compute the error estimate of a rule set \( \xi_i \) as the normalized mean squared
error of the corresponding output function $f$. To ensure that we do not obtain infinitely large rule sets we define a fuzzy predicate \( \text{LE}(s, m) \) according to:

\[
\text{LE}(s, m) = \begin{cases} 
1 & s \leq m \\
\frac{e^{-\frac{s}{m}}}{2} & \text{otherwise}
\end{cases}
\]

with \( s = \text{MS}(f) \) being the actual model size, and \( m \) the desired maximum number of rules. The overall error measure $\phi(f, S^*)$ is then computed as:

\[
\phi(f, S^*) = \frac{\text{mseN}(f, S^*)}{(1 - \text{RoNP}(f, S^*))^4 \times \text{LE}(\text{MS}(f), m)},
\]

where

\[
\text{mseN}(f, S^*) = \frac{\sum_{x \in S^*} (z(x) - f(x))^2}{(\max_{x \in S^*} z(x) - \min_{x \in S^*} z(x))^2},
\]

and \( \text{RoNP}(f) \) is the ratio of null predictions.

### 2.4 The evolutionary process

The basic algorithm consists of three steps [5, 13]. First, an initial population has to be created randomly. Then, bacterial mutation and gene transfer are applied, until a stopping criteria is fulfilled. The evolution cycle is summarized below:

**Bacterial Evolutionary Algorithm**

1. create initial population
2. apply bacterial mutation
3. apply gene transfer
4. until stopping condition is not fulfilled, go to 2.
5. return best bacterium

### 2.5 Generating the initial population

First, an initial bacterium population of \( N_{\text{ind}} \) bacteria \( \{\xi_i, i \in I\} \) is created randomly \((I = \{1, \ldots, N_{\text{ind}}\})\). Figure 1 shows a bacterium \( \xi_i \) with \( n = 50 \) and \( m = 5 \).

![Figure 1: A single bacterium](image)

Bacterial mutation is applied to all bacteria \( \xi_i, i \in I \). First, \( N_{\text{clones}} \) copies (clones) of the bacterium are created. Then, a random segment of length \( l \) is mutated in each clone. After mutating the same segment in all clones, all the clones and the original bacterium are evaluated using the evaluation function \( \phi \). The bacterium with the best evaluation result transfers the mutated segment to the other individuals. This step is repeated until each segment of the bacterium has been mutated once. The mutation may not only change the content, but also the length. The length of the new elements is chosen randomly as \( l \pm l^* \), where \( l^* \) is a parameter specifying the maximal change in length. When changing a segment of a bacterium, we must take care that the new segment is unique within the selected bacterium. At the end, the best bacterium is kept and the clones are discharged. Figure 2 shows an example mutation for \( N_{\text{clones}} = 3 \) and \( l = 1 \).

![Figure 2: Bacterial mutation](image)

### 2.6 Bacterial mutation

To find a global optimum, it is necessary to explore new regions of the search space, not yet covered by the current population. This is achieved by adding new, randomly generated information to the bacteria using bacterial mutation.
Gene transfer is repeated $N_{\text{inf}}$ times, where $N_{\text{inf}}$ is the number of “infections” per generation. Figure 3 shows an example for the gene transfer operations ($N_{\text{ind}} = 4, N_{\text{inf}} = 3$).

![Gene transfer](image)

Figure 3: Gene transfer

### 2.8 Stopping condition

If all individuals in the population are equal or the maximum number of generations $N_{\text{gen}}$ is reached, the algorithm ends, otherwise it returns to the bacterial mutation step. Typically, a small number of generations (below 10) already leads to good results. If a target value for evaluation function exists, a threshold value might be defined alternatively.

### 3 Simulation results

#### 3.1 Performance Comparison

To compare the performance of our approach with other methods, we used seven data sets from the UCI repository [2]. We compared the results obtained with a fuzzy rule base learner FS-FOIL, a fuzzy decision tree learner FS-ID3, and a fuzzy regression tree learner FS-LiRT—all using the same sets of predicates as used in the BEA rules. Furthermore, we used two methods from the WEKA 3-4 toolkit [18], namely M5-Prime [15], and M5-Rules. M5-Prime and M5-Rules generate decision trees and decision rules to solve the regression learning problem. The latter two methods do not use a predefined set of predicates/decisions but compute the decision boundaries problem specific. Furthermore, FS-FOIL and FS-ID3 use predefined linguistic output classes, while all other methods compute individual numeric output values for each rule/leaf. For all these methods we disabled local linear models to ensure equal expressiveness of the underlying language. All tests have been carried out using 5-fold cross validation with identical subsets for all test runs. The results of these tests are shown in Fig. 4 where the average normalized mean error, the average ratio of null predictions, and the average number of rules are printed for each test run. For the BEA we used the parameter setting shown in Table 1.

### Table 1: Parameter setting for the BEA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>no. of generations</td>
<td>5</td>
</tr>
<tr>
<td>no. of individuals</td>
<td>4</td>
</tr>
<tr>
<td>no. of clones</td>
<td>5</td>
</tr>
<tr>
<td>mutation length</td>
<td>$3 \pm 2$</td>
</tr>
<tr>
<td>no. of gene transfers</td>
<td>20</td>
</tr>
<tr>
<td>gene transfer length</td>
<td>$2 \pm 2$</td>
</tr>
<tr>
<td>max. length</td>
<td>20</td>
</tr>
</tbody>
</table>

The results obtained using the BEA are in five of seven cases better than those of the other methods. The trade-off, however, is a decreased coverage (i.e. a higher ratio of null predictions). This is caused by the design of the evaluation function $\phi$ in Equ. 1, where the ratio of null predictions is a divisor of the normalized mean squared error. This means, that a decrease of $x\%$ in coverage is equivalent to an increase of $x\%$ of the MSE in terms of the evaluation measure. A high ratio of null predictions as for the servo data set indicates, that a large portion of the data (approx. 30%), shows an “untypical” behaviour and should be analyzed further. Using a different design of the evaluation function could, however, be used to obtain a rule base with a higher coverage, but also a higher MSE.

![Comparison of results for 7 UCI data sets](image)

Figure 4: Comparison of results for 7 UCI data sets

### 3.2 Housing data

Let us take a closer look to the results obtained for the housing data set. Initially 120, 98, 429, 232, and 50 rules (929 in total) were created for each of the five goal classes using FS-Miner. The partitioning of the input
domains and the definition of the corresponding fuzzy predicates were done using CompFS. The partitioning of the goal attribute is shown in Fig. 5.

![Partitioning of the class parameter in the housing data set](image)

Figure 5: Partitioning of the class parameter in the housing data set

Afterward we applied the BEA to obtain the final rule set. In the first of five trial runs 4, 4, 9, 2, and 1 rules (total 20 rules) involving only two or three predicates have been selected. The resulting rule base is shown in Fig. 6. The additional columns show the number of correctly classified samples (tt), the number of misclassified samples (tf), the number of unclassified samples of the goal class (rt), and the corresponding confidence and support.

### 4 Conclusions

In this paper we have shown how bacterial evolutionary algorithms can be applied to identify the optimal subset of rules for a given regression learning problem. Bacterial evolutionary algorithm seems to be more efficient than the standard genetic algorithms. The reason for that is the different nature of the operations in the BEA ([13]). Bacterial mutation is more effective than classical mutation in GA because of the cloning procedure. Every clone brings a new chance to find a better solution anywhere in the search space, thus wider space can be explored. In the gene transfer we do not lose good individuals, because the information flow is directed from the superior sub-population to the inferior one. The algorithm presented is capable of optimizing freely definable goal functions which enables the explicit formulation of interpretability quality measures. We have shown, that although the underlying language (i.e. the predicates used) is very simple, we are often capable of finding better solutions than by traditional top-down approaches.

Future work will be concerned with implementing a parallel version of the BEA. We hope, that using a parallel implementation we can also solve large real-world applications within reasonable time. Furthermore, we want to study different evaluation functions which allow the user to specify his needs more easily.

### References


<table>
<thead>
<tr>
<th>Class</th>
<th>tt</th>
<th>tf</th>
<th>rt</th>
<th>conf</th>
<th>supp</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>class_Is_0_VL</td>
<td>73.38</td>
<td>23.26</td>
<td>31.54</td>
<td>0.76</td>
<td>0.15</td>
<td>LSTAT_IsAtLeast_H &amp;&amp; CRIM_IsAtLeast_L</td>
</tr>
<tr>
<td></td>
<td>82.24</td>
<td>28.48</td>
<td>22.78</td>
<td>0.75</td>
<td>0.16</td>
<td>LSTAT_IsAtLeast_H &amp;&amp; PTRATIO_IsAtLeast_H</td>
</tr>
<tr>
<td></td>
<td>9.36</td>
<td>2.32</td>
<td>95.34</td>
<td>0.82</td>
<td>0.02</td>
<td>CRIM_IsAtLeast_H &amp;&amp; RM_IsAtLeast_H</td>
</tr>
<tr>
<td></td>
<td>26.98</td>
<td>4.97</td>
<td>77.55</td>
<td>0.85</td>
<td>0.05</td>
<td>TAX_Is_VH &amp;&amp; B_Is_VL</td>
</tr>
<tr>
<td>class_Is_1_L</td>
<td>69.5</td>
<td>43.28</td>
<td>76.85</td>
<td>0.63</td>
<td>0.14</td>
<td>RM_IsAtMost_L &amp;&amp; NOX_IsAtMost_M</td>
</tr>
<tr>
<td></td>
<td>26.72</td>
<td>10.26</td>
<td>118.2</td>
<td>0.73</td>
<td>0.05</td>
<td>RM_Is_L &amp;&amp; DIS_IsAtLeast_H</td>
</tr>
<tr>
<td></td>
<td>22.43</td>
<td>10.03</td>
<td>122.66</td>
<td>0.71</td>
<td>0.04</td>
<td>LSTAT_Is_M &amp;&amp; TAX_Is_H</td>
</tr>
<tr>
<td></td>
<td>61.41</td>
<td>39.59</td>
<td>85.01</td>
<td>0.62</td>
<td>0.12</td>
<td>LSTAT_Is_M &amp;&amp; INDUS_IsAtLeast_L</td>
</tr>
<tr>
<td>class_Is_2_M</td>
<td>58.82</td>
<td>32.67</td>
<td>90.87</td>
<td>0.66</td>
<td>0.12</td>
<td>RM_Is_M &amp;&amp; NOX_IsAtMost_M</td>
</tr>
<tr>
<td></td>
<td>60.26</td>
<td>36.72</td>
<td>89.35</td>
<td>0.63</td>
<td>0.12</td>
<td>RM_Is_M &amp;&amp; CRIM_Is_VL</td>
</tr>
<tr>
<td></td>
<td>23.3</td>
<td>11.28</td>
<td>124.78</td>
<td>0.68</td>
<td>0.05</td>
<td>LSTAT_IsAtMost_L &amp;&amp; RM_IsAtMost_H &amp;&amp; ZN_Is_L</td>
</tr>
<tr>
<td></td>
<td>8.72</td>
<td>4.03</td>
<td>139.09</td>
<td>0.70</td>
<td>0.02</td>
<td>TAX_Is_L &amp;&amp; CHAS_Is_L</td>
</tr>
<tr>
<td></td>
<td>26.52</td>
<td>11.25</td>
<td>122.11</td>
<td>0.72</td>
<td>0.05</td>
<td>LSTAT_Is_L &amp;&amp; TAX_Is_L &amp;&amp; NOX_IsAtMost_L</td>
</tr>
<tr>
<td></td>
<td>5.62</td>
<td>2.65</td>
<td>142.57</td>
<td>0.73</td>
<td>0.06</td>
<td>LSTAT_Is_L &amp;&amp; CRIM_Is_L</td>
</tr>
<tr>
<td></td>
<td>8.81</td>
<td>6.08</td>
<td>139.48</td>
<td>0.62</td>
<td>0.02</td>
<td>LSTAT_IsAtLeast_M &amp;&amp; AGE_Is_L &amp;&amp; B_Is_VH</td>
</tr>
<tr>
<td></td>
<td>54.85</td>
<td>28.96</td>
<td>93.47</td>
<td>0.66</td>
<td>0.11</td>
<td>TAX_Is_L &amp;&amp; AGE_IsAtMost_M &amp;&amp; RM_IsAtMost_H</td>
</tr>
<tr>
<td></td>
<td>50.</td>
<td>19.18</td>
<td>99.22</td>
<td>0.74</td>
<td>0.1</td>
<td>RM_Is_M &amp;&amp; PTRATIO_IsAtMost_M &amp;&amp; DIS_IsAtLeast_L</td>
</tr>
<tr>
<td>class_Is_3_H</td>
<td>13.31</td>
<td>2.07</td>
<td>60.12</td>
<td>0.89</td>
<td>0.03</td>
<td>ZN_IsAtLeast_L &amp;&amp; RM_Is_H &amp;&amp; TAX_Is_VL</td>
</tr>
<tr>
<td></td>
<td>31.61</td>
<td>16.75</td>
<td>42.21</td>
<td>0.66</td>
<td>0.06</td>
<td>LSTAT_Is_VL &amp;&amp; RM_Is_H &amp;&amp; RAD_IsAtMost_H</td>
</tr>
<tr>
<td>class_Is_4_VH</td>
<td>9.33</td>
<td>5.69</td>
<td>22.37</td>
<td>0.62</td>
<td>0.02</td>
<td>RM_IsAtLeast_H &amp;&amp; PTRATIO_Is_VL &amp;&amp; DIS_IsAtMost_L</td>
</tr>
</tbody>
</table>

Figure 6: Result obtained for the housing data set
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Abstract

Agriculture in Russia has some specifics such as large distribution, inclement climate and big market competition. Appearing of resources-economy, precision and management technologies demanded from agriculture companies new planning and control methods. The paper is dedicated to assembly charts planning in agriculture with multi-agent approach. For resources distribution we used method of virtual auction and fuzzy logic controller. JACK Intelligent Agents platform is used for implementation.

Keywords: multi-agent technology, production planning, agriculture, fuzzy logic, JACK Intelligent Agents.

1 Introduction

For agriculture production in inclement and unstable climate conditions it’s very important to react intelligent on different unexpected situations. As usual season plans of cultivating crops differs from results at the end of the year. Plans can change some times a day because of climate changes, breakdowns, supply delays or just a human factor.

The main agriculture instrument for planning is assembly chart which helps economists find out expenses and profits of nurturing specific crop. This chart includes land, aggregates, machines, tractors, personal and technological operations. Working the assembly chart up is serious problem especially in large agro-holdings and when taking into account quality figures of aggregates, time component, land condition and changing environment. These requirements make a further stress to the agriculture production planning system, which must be dynamically adaptable to both local and distributed utilization of production resources and materials.

In this work the multi-agent approach applied for agriculture assembly chart planning discussed in [1-3]. Planning system is implementing with Java based JACK Intelligent Agents platform.

2 Model

Agriculture production to stay competitive faces the problem of prime cost reduction using various information about soil, machines, fertilizers. The effects of these trends can be summarized as increasing complexity and the need to respond to continual change under decreasing costs. To meet these new business challenges, manufacturing operations require additional functionality, like robustness, scalability or reconfigurability, while maintaining simple and transparent processes [3].

Figure. 1. Presentation entities of model as communicating agents.

Such models could be applied as self-organized intelligent agents in virtual worlds [4] where each agent is an entity of the model with its own properties. And it could cooperate with other agents to achieve own goals.
Let’s represent main objects of our assembly chart model with intelligent agents which are able to communicate with each other. For assembly chart main objects are: lands, aggregates, machines and personal (Fig. 1). There could be unlimited number of agents of these types in the model. Main properties of land, aggregate and machine agents shown in figure 2.

Each operation takes special aggregates, machines and personal in order to grow the crop. But the quality and cost of carrying the task out is different on various lands. And the task handling may be done with different quality and cost as well. So we need to plan choosing aggregates and machines for land processing in the way to maximize quality and minimize prime-costs.

![Agent “Land”](image1)
![Agent “Aggregate”](image2)
![Agent “Machine”](image3)

Figure 2. Model objects properties: (a) Land, (b) Aggregate, (b) Machine

This approach can help easily renegotiate, re-plan and make right and coordinated decision.

We included “Expert” and different crops (wheat, potato, grass and etc.) agents as well representing experts in the system.

3 Agent architecture

Among the main requirements of an autonomous agent is the ability to perform means-end reasoning, i.e. the ability to select a course of actions that ultimately achieves the goals of the agent. There has long been a strive in the Artificial Intelligence community for an agent architecture, that enables selection of a course of actions that ultimately achieves the goals of the agent. This has led to many approaches to practical reasoning, where the most notorious and respected of which is the agent model known as Beliefs, Desires and Intentions [5].

The BDI kernel, seen in figure 3, is the pivot and functions as the interpreter. Its execution cycle is as follows: At time t: certain goals are established and certain beliefs are held. An event occurs that alters the beliefs or modify the goals, and the new combination of goals and beliefs trigger plans. If the required capabilities exist, the goal that was triggered by the event, is placed in the intentions structure.

As the main objective of agent is planning we use fuzzy module to determine if the model object represented by agent capable to do necessary tasks based on current conditions. For this purpose the fuzzy logic controller is used.

![Figure 3. The BDI model with the addition of making fuzzy decision support, interacting agents and the environment.](image4)

3.1 Fuzzy controller

The main purpose of fuzzy logic controller use is to increase flexibility of choosing contractor for agriculture operations maintaining. It is also used to enlarge agent beliefset utilization quality as shown in fig. 3 and fig. 4.

![Figure 4. The BDI model with fuzzy logic blocks, introspection steps.](image5)
support of passing needed knowledge as rules. The same situation we observe on aggregates and machines which have common properties but show them in different ways.

Why we use fuzzy logic controller? The answer to this question comes from the fuzziness paradigm where one or more properties have fuzzy limits. This problem corresponds with agriculture. There is also a lot of indeterminism in agriculture mostly because of natural production conditions. Also fuzzy logic tool is very convenient as it allows reducing (some kind of data fusion) to one grade diversified factors (qualitative and quantitative) what is very valuable around agriculture experts (agronomists).

The main principles of fuzzy logic is perfectly described in [6],[7].

Figure 5 shows structure of fuzzy control module used in our agents. It consists of rule base, fuzzification part, inference block, defuzzification part. But using communicating agents allow us online download or tune parameters of fuzzy controller. That also allows to take opportunity of available knowledge to improve processes and real-time decision making.

Fuzzy control engine is build into agent’s architecture but setting of system parameters mainly happens during work process depending on current internal state, beliefs and environment condition.

For example, agent “Field i” starting agricultural production process with current soil parameters (predecessor, chemical structure, humidity and etc.). It requires some knowledge to decide if soil parameters favorable for starting technological process operations for specific crop. Our agent system divide this problem into five steps as shown in figure 6.

Main steps are:

1. Sending request to expert agent (“Expert”),
2. Agent “Expert” requesting all known crop agents (wheat, potato, etc),
3. Crop agent estimates suit coefficient based on information attached to request message. This coefficient also may be evaluated using fuzzy logic controller. It is supposed that crop agent has appropriate knowledge about suitable conditions,
4. Sending evaluated coefficients to “Field i” agent with necessary knowledge about operation starting parameters for soil,
5. Receiving estimated coefficients and choosing the best one (highest possible). Loading knowledge into fuzzy controller about ‘crop’ and beliefset monitoring for operation starting.

Knowledge passes through agent’s network as a set of linguistic terms and variables, membership functions and collection of linguistic rules to attain certain objectives in the form of IF-THEN rule with condition and conclusion.

We used jFuzzyLogic package for embedding fuzzy control block into agent. jFuzzyLogic is a fuzzy logic package written in java [8]. jFuzzyLogic is a java implementation of a Fuzzy Logic software package. It implements a complete Fuzzy inference system (FIS) as well as Fuzzy Control Logic compliance (FCL) according to IEC 1131 [9]. It will allow for real-time packet analysis and can be integrated into other Web-based or Agent-based Network Tools.

The Fuzzy Control applications programmed in Fuzzy Control Language FCL are encapsulated in Function Blocks (or Programs). The Function Block Types defined in Fuzzy Control Language (FCL) shall specify the input and output parameters and the Fuzzy Control specific rules and declarations. The corresponding Functions Block Instances shall contain the specific data of the Fuzzy Control applications.
All descriptions in FCL are enclosed between `FUNCTION_BLOCK, END_FUNCTION_BLOCK` statements. For example, fuzzification of “humidity” parameter with FCL may be like

```c
VAR_INPUT // Define input variables
  humidity : REAL;
...
END_VAR
FUZZIFY humidity // Fuzzify input variable 'humidity':
  TERM dry := (0, 1) (40, 0) ;
  TERM average := (30, 0) (50,1) (60,1) (80,0);
  TERM damp := (70, 0) (90, 1) (100, 1);
END_FUZZIFY.
```

Defuzzification part in FCL also has its method and looks like

```c
DEFUZZIFY tip // Defuzzify output variable 'tip':
  TERM poor := (0,0) (20,1) (40,0);
  TERM middling := (30,0) (55,1) (80,0);
  TERM best := (70,0) (90,1) (100,0);
  ACCU : MAX; // Use 'max' accumulation method
  METHOD : COG; // Use 'Center Of Gravity' defuzzification method
  DEFAULT := 0; // Default value is 0 (if no rule activates defuzzifier)
END_DEFUZZIFY.
```

Production rules contain into section “RULEBLOCK” and include directions for activation and accumulation.

```c
RULEBLOCK No1
  AND : MIN; // Use 'min' for 'and' (also implicit use 'max' for 'or' to fulfill DeMorgan's Law)
  ACT : MIN; // Use 'min' activation method
    RULE 1 : IF humidity IS dry AND thickness IS solid THEN tip IS poor;
    RULE 2 : IF humidity IS dry AND thickness IS average THEN tip IS poor;
    RULE 3 : IF humidity IS dry AND thickness IS soft THEN tip IS middling;
...
END_RULEBLOCK
```

Actually we can implement much more features as it provided in jFuzzyLogic package: weighting factor, subconditions, various membership functions, defuzzification, accumulation and aggregation methods and etc.

4 Planning process

The plan is created collectively by a community of simple planning agents that use a sophisticated auction-based negotiation, supported by use of the social knowledge and acquaintance models. The core of our system is a community of planning agents which making production plans for individual orders, taking care of conflicts and managing re-planning and plan reconfiguration.

A stable and industry accepted approach to the coordination of agents’ joint activity is based on clear cut roles (even temporary) in the multi-agent community. Let us have a coordinator (“field” agent) who is in charge of proper task decomposition and subcontracting contractors for implementing components of the tasks. A classical and industry accepted negotiation algorithm is contract-net-protocol. There is used the simplified version of contract-net in our system.

Any agent (will become a coordinator) can initiate the contract net by requesting some contractors for specific services. Each contractor carries out its own internal reasoning and suggests a collaboration proposal.

Planning process starts at the problem of choosing appropriate crop and sort of the crop according soil conditions on specific lands. It’s proposed that land agent knows its main parameters. They can be achieved from experts (agronomists), extracted from previous land use or obtained from special sensors [10]. But land agent can’t initiate production process in this situation as it doesn’t know anything about what are to grow. So the land agent has to resort to the help of other agents through the communication process.

At figure 6 it’s shown how knowledge can be obtained as a set of production rules, linguistic terms and methods for use with fuzzy controller. Fuzzy
support in this case is very valuable and helps us to make a reasonable decision taking into account economical, agricultural and ecological factors.

When essential knowledge has loaded agent can proceed to soil condition controlling. This operation lean on data gathered from sensors or received with messages (fig. 7). When auspicious conditions take place event is send and agent starts aggregates selection. Conditions are considered favorable when estimated with fuzzy controller grade after defuzzification reaches given threshold or gets into interval (fig. 8,9).

![Figure 7. Soil controlling and operations initiation diagram.]

Figures 8 and 9 demonstrate our approach for the case when two parameters are controlled ("humidity" and "thickness") and threshold estimates ("tip").

Input values are normalized to [1..100] interval and generated randomly. There is defuzzifier chart for the case of values 65 ("humidity") and 75 ("thickness") in figure 9.

Classically operation of crop and crops' sort choosing is done by experts before. As well all operation periods are selected by agronomists.

After choosing the sort and, of the crop and coming appropriate conditions agent starts looking for resources necessary for undertaking the operation. In this case agent initiate choosing plan ("AggrSearching") through posting event ("AggregateSearch"). The plan is responsible for negotiating all known aggregates ("aggregates") by sending bids for carrying current operation out (collaboration).

Received message initiates estimate computation based on its own beliefs, obtained operation data and appropriate knowledge (fig. 10) with the help of fuzzy logic controller. With this estimate we can measure the extent of convenience using current aggregate.

![Figure 8. Charts for linguistic variables in the ruleSet: (top) input var. "thickness", (middle) input var. "humidity", (bottom) output var. "tip".]

![Figure 9. Defuzzifier chart.]

In picture 11 estimating plan is called "Choose" and after computation it becomes the contactor for sub collaborator finding. It is necessary for the best tractor selection in addition to aggregate (fig. 12).
While standard resource distribution approach is based on market mechanism, our estimations point of view allows take qualitative characteristics into consideration.

Upon receiving proposals for collaboration, the coordinator carries out a computational process by which it selects the best possible collaborator(s) – see Figure 13. The contract net protocol can be also multi-staged. For each single-staged communication within a community of \( n \) field agents, it is needed to send \( 2(n + 1) \) messages in the worst case.

When the requesting messages are sent by agents, information about sending agent and current task conditions enclosed into message. This received information with agents’ beliefs and conditions is used in fuzzy module to determine quality of undertaking the task.

This can help us eliminate from using low quality aggregates and machines even if theirs prime-costs are lower than others. This follows the fact that yield loss could be more than expensive on qualitative cultivation.

When the replies with quality mark and using cost are received contactor chooses the best variant for adding to overall plan and “sign a contract” with all collaborators.

For implementation we are using Jack Intelligent Agents framework [11],[12]. JACK is an important and novel contribution to the field of agent-oriented software engineering. Rather than invent a new language, an existing popular language (Java) has been augmented with constructs for agent communication, knowledge representation, and for both deliberative (goal-based) and reactive (event-based) programming. This has been achieved in a way that allows the programmer to mix familiar Java statements with agent programming constructs. Although JACK is strongly oriented toward the BDI paradigm, its component-based architecture supports a wide variety of agent programming styles. Also JACK architecture allows embedding necessary java modules for extension agent’s possibilities.

5 Related work

It’s supposed to progress development of planning agents in agricultural sector. In particular agent training ability, classification and wide past experience use are in our sight to implement for more intelligent decision making support. Also it is planned to add into system the ability of expert consulting on agricultural machinery selection problem according to local production conditions and market limitations.

Conclusions

The research described in this paper contributes to the multi-agent planning in agriculture sector with distributed knowledge using. This approach opens for farming production new horizons in basic technological planning that was mainly in experts interests.

Our research also has been driven by the idea of embedding the fuzzy logic controller into agent. Transferring knowledge as a set of production rules helps agriculture agents make adequate and soft decisions in changing environment. For this case FCL was adopted with agents.
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SYNTHESIS OF DISTRIBUTED FUZZY HIERARCHICAL MODEL IN DECISION SUPPORT SYSTEMS IN FUZZY ENVIRONMENT*

Abstract

As the result of the development of Fuzzy Multiple Criteria Decision Making (FMCDM) with the help of fuzzy set theory a number of innovations have been made possible. The new approach of FMCDM – Fuzzy Hierarchical Modeling - is introduced. It is shown in the article, how to use the fuzzy hierarchical model with other methods of FMCDM. Advantages of the method are described also. We propose a novel approach to overcome the inherent limitations of Hierarchical Methods by exploiting multiple distributed information repositories.

Keywords: Fuzzy multiple criteria decision making, fuzzy hierarchical modeling.

1. Distributed Fuzzy Hierarchical Model

The basis of the model is the hierarchical structure of the factors, which was received as a result of function-structured decomposition of the data domain [1, 4-6]. The meta-levels of the structure are the following: first level is the level of the global aims, the second level is the level of the rival’s aims, and the third level is the level of the measures for the achievement of the global aims and rivals aims removal. The last level is the level of the concrete actions. The links in the hierarchy define the dependency of the upper level element realization from the corresponding underlying level element. Thereby, the realization of possible measures for the achievement of the aim depends on some concrete undertaken actions. This hierarchy allows evaluating the importance of all the elements of the level taking into consideration their contribution in the top levels elements realization. The hierarchical structure analysis model allows to process local factors estimations. These estimations have, as a rule, fuzzy and inconsistent nature, got from sources of different reliability (from expert with different competence level). This hierarchical model also allows to get total global consistent and reliable in the sense of theories of the fuzzy sets estimations. Thereby, each decision will be characterized by its importance taking into consideration its role in the factors structure. But, such a decision characteristic is insufficient for all-round estimation. The additional characteristics of the decision, such as its realization in economic, social, politic etc senses, must be considered. But, the hierarchical model can find the most needed decision in the current situation.

We propose a novel approach to overcome the inherent limitations of Hierarchical Methods by exploiting multiple distributed information repositories. The construction of fuzzy hierarchical model can be distributed between a number of experts. They may work to a single domain or to different domains. Also the distributed computational methods are used for making the expert estimation and for receiving the result.

2. Hierarchy Analysis Methods

The special role in the complex object analysis plays the analysis of the factors links graph’s structure (the graph has the form of ordered hierarchical ranked structure). Directly influenced factors are situated on the graph’s last level. The realization of these factors (as a rule they represent the concrete actions), spreading upwards on consecutively located levels of the factors hierarchical structure, will bring into the realization of all above located factors and, finally, - to the achievement of the global aims of the considered complex object development. At the moment, the strict statement of the hierarchy multilevel factors structure building problem doesn’t exist. But, it is possible to indicate the principles of its practice construction. These principles are formulated in the form of six necessary conditions, which must satisfy considered hierarchical structures. It is naturally, that real hierarchical structures will satisfy these conditions only in certain measure, which depends on the used methods and algorithms of their formation.

1. Hierarchical factors structures are built on the base of the profound sense of used fac-
tors; the factors in the underlying level reveal the sense of the upper level factors, or the underlying level factors represent the events, which realization promotes the realization of upper level factors.

2. The realization of some of the factors, lying on the same level, must not influence the realization of the other factors of this level. In other words, the factors of the same level must be independent from each other.

3. Factors on the considered level directly depends only on the factors of the nearest underlying level of the hierarchy.

4. Fullness of the factors uncovering: factor on the considered hierarchy level is completely realized, if all the influencing its realization factors of the next underlying level are also realized.

5. Positive relationship between the upper level factors and underlying level factors: the realization of the underlying level factors must not provide the reduction of the realization possibility of the upper level factors.

6. Linearity of the functional links between the adjacent levels factors.

3 Analysis of a Hierarchy with Fuzzy Estimations

First of all, we should build the hierarchy. On the objects set \( Z = \{1, 2, \ldots, N\} \) is defined the oriented graph \( G = (Z, W) \) without cycles with the vertexes set coinciding with the objects set, and the arcs set \( W \). The presence of the arc \((i, j) \in W\) means that the weight \( z_i \) of the object (vertex) \( i \) directly depends on the weight \( z_j \) of the object \( j \).

The graph \( G \) has the structure of the purposes and tasks graph of some complex system, if all the vertexes of this graph can be located on non-crossing levels \( V_1, \ldots, V_M \) in such a way, that the graph’s arcs connect only the vertexes of the adjacent levels and these arcs lead from top to bottom, from the level \( V_i \) to the level \( V_{i+1} \), \( i = 1, \ldots, M-1 \);

the vertexes, from which arcs don’t leave, are located on the level \( V_M \); all the vertexes, in which arcs do not enter, are located on the level \( V_1 \).

The construction of the hierarchy is one of the most difficult stage because of the difficult formalization of the used objects, such as aims, rivals aims etc. After hierarchy construction, the elementary estimations should be made by experts. The elementary estimation consists on the getting for certain vertex \( i \in V_m \) paired estimations \((i, j)\) of the arcs weights \((i, j) \in W, j \in \Gamma_i, = \{k \mid (i, k) \in W\}\). Paired estimations show, in how many times the contribution of the object \( j \) is more than the contribution of the object \( k \) in the achievement of the object \( i \) aim; \( j, k \in \Gamma_i \). These estimations can be exact \((r_{ij}^{(i)} \in \mathbb{R}_+ - \text{nonnegative numbers})\), interval \((r_{ij}^{(i)} = [a_{ij}^{(i)}, b_{ij}^{(i)}] \subset \mathbb{R} - \text{intervals})\) or fuzzy numbers \((r_{ij}^{(i)} = \{(t, \mu_{ij}^{(i)}(t)) \mid t \in \mathbb{R}_+\} - \text{closed convex fuzzy sets on } \mathbb{R}_+\)\). The last case includes the linguistic estimates and two previous cases. Thereby, we get as a result of an elementary estimation an weighted binary relation \( R = \{(j, k) \mid r_{jk}^{(i)} \mid j, k \in \Gamma_i\} \) on the objects set \( \Gamma_i \), which gives the intensity of the objects superiority. After getting the estimations, we must average them. In each of the elementary estimations several experts can participate, so for some pairs \((j, k)\) of the objects \( j, k \in \Gamma_i \) different experts \( s \) can assign different estimations \( r_{jk}^{(i)} \) \((s - \text{expert’s number})\). The procedure of the expert estimation averaging consists in the determination of the mean geometric estimation.

4 Hierarchic Structure Arcs Weights Determination

The result of the pairs estimations average in the \( i \) elementary estimation – exact, interval or fuzzy relation \( R^{(i)} \) – is used in the determination of the weights \( y_{ij}^{(i)} \), of all the arcs \((i, j) \in W\), coming out of the vertex \( i \). The arcs weights satisfy the following condition:

\[
\sum_{j \in \Gamma_i} y_{ij} = 1; \quad y_{ij} \geq 0, \quad \forall i \in \Gamma_i.
\]

If there are several objects on the first level \( y_1 \), then the “zero” elementary estimation is made, it means, that the pair comparison of the objects importance coefficients must be made. As a result of the “zero” estimation, the importance coefficients of the first level objects are determined.
5. The Importance Coefficients Determination

After the elementary estimations results processing, the importance coefficients \( z_j \) of the objects \( j \in V_1 \) of the first level of the hierarchical structure are determined. And also the weights \( y_{ji} \) of all the arcs \( (i, j) \in W \) are determined (the coefficients of the relative importance of the vertex \( Y^{(s)}_j \) for the vertex \( Y^{(s-1)}_j \) of the nearest upper level, where \( s \) – is a level number. The weights of the underlying level objects are determined by the recurrence from top to bottom recalculation of the objects weights (objects importance coefficients):

\[
z_i = \sum_{j \in \Gamma_i^{-1}} y_{ji} z_j ; \quad i \in V_2 ,
\]

……………………………

\[
z_i = \sum_{j \in \Gamma_i^{-1}} y_{ji} z_j ; \quad i \in V_M
\]

\((\Gamma_i^{-1} = \{j \mid (j, i) \in W \})\).

6 The Different Experts Estimations Consensus Analysis

The coefficients importance validity is determined by the elementary estimations results validity. In the case, then the initial pairs estimations are fuzzy or mixed, the results validity is equal to the consensus degree of the initial fuzzy relation \( R^{(i)} \) and the resulting over transitive matrix, which is determined as a result of a special estimations approximation problem solution. The solution of the estimation approximation problem is made, using a modified method of Makeev and Shahnov [2-3]. In the case, then the estimations are exact or interval, the results validity is characterized by the degree of the intervals bounds changes, which are assigned by the experts.

7 Conclusion

Decomposition in Hierarchic Model is made until the level which contains factors with qualitative or quantitative scale of values. To apply the FMCMDM methods the construction of every scale reflection to \([0,1]\) is needed. It means that it necessary to create membership function that will convert every value from the scale to real number from \([0,1]\). The number is interpreted as preference of selected factor value for the main hierarchical goal (factor of the upper level) achievement. Zero is interpreted as index of minimum preference than One is interpreted as index of maximum preference.

On the basis of relative importance weights it is possible to construct unified scale for the scale gradations of the factors. Using FMCMDM methods allows as getting the preference coefficient of the alternative, it means the preference coefficients of last level factors value collection.

*The paper is supported of RFBI grants 06-01-00576 and 07-01-00782
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Abstract

At present time configurable wireless sensor networks are given special consideration. Wireless sensor networks are now a static elements union. To make such a network a powerful system that is able to replace traditional computers, research is required of the application of different theories and technologies for sensor network development. However, building models of approximate reasoning and its usage in computer systems presents an important scientific problem. Fuzzy logic provides effective representation of real world information. The mathematical method of fuzzy information representation allows the building an adequate model of the reality. The article describes an algorithm of a fuzzy controller used to make soft computing and soft managements of a wireless network. Such a network consists of devices with limited resources which are able to work during many months and possibly years.

It has been suggested that AI methods can be used to benefit the technological development of wireless sensor networks (WSN). Now, WSN conception changes the human role, as its elements - sensor microcontrollers - become more independent and underlying of human tasks. The Homocentric model of network calculating, with humans as the main network unit becomes a thing of the past. Humans shift from calculating central to its periphery, concentrating on process control, becoming the mediator between real world and computers. Actually a new class of distributed computers has been created which will open new outlooks. WSN has made its first step on the road to the next epoch when computers will be connected with the physical world. At this point they will be able to pre-determine users wishes, and will be able to make independent decisions.

In last time, fuzzy controllers are widely adopted for practical issues. They allow managing of complex and ill formalized processes basing on linguistic information. In this paper, research of fuzzy logic algorithm application has been carried out for optimization of WSM work. One of the application examples can be optimization device work frequency. WSN consist of tiny devices with limited resources but they have to work without recharging over periods of many years. So issues of energy saving occur. To prolong the devices "life" methods of fuzzy analyses are suggested for more flexible management of device work. For example, if the network is intended for environment observation and has to report about unusual cases then the fuzzy controller algorithm is convenient to optimize device work frequency. If the situation around is normal, network nodes work less frequently to lose less energy. As soon as the situation oversteps the limits network the device begins to work more frequently to store all information. Stored data can be used to analyze by device itself, network or network administrator.

Fuzzy controller block is placed in every network device. In our example, frequency of sensor data reading, the Fuzzy controller input is sensor data and output is a required value. If we take for example a network which watches the temperature conditions i.e. the network device periodically reads the temperature value. In this case the fuzzy control input is temperature value and the output is the temperature reading frequency value. A Network device containing such a fuzzy controller module can react with more flexibility to changes in its environment. This makes it possible to save a great deal of energy. This module works without the assistance of human interaction and so therefore provides a device for independency.

Fuzzy controller input can be heterogeneous data, for example temperature and light or temperature and humidity. Thus a device can analyze different parameters depending on the task at hand.

There are 2 main methods to design a fuzzy controller module to application work based on hardware capabilities.

The first method is the use of a special device for fuzzy management applications. They are divided into 2 types:

- Fuzzy coprocessors. These are special devices for execution of input fuzzy operations. They are controlled by universal microprocessors or microcontrollers, for example VY86C570 (Togai InfraLogic, Inc);
- Microcontrollers, which have special commands and registers to execute
The Second method is the use of universal microprocessors or microcontrollers. Fuzzy controller module is implemented as software in this case. To do it there are several variants:

- Using of fuzzy frameworks. They collect variables information, fuzzy sets and fuzzy operators which are selected by the user and generate program code afterwards;
- Using of finished libraries. They are designed especially to develop fuzzy controller applications;
- Developer designs whole system. Such a fuzzy controller module has a slower response rate than special fuzzy hardware. In spite of this, this particular way of fuzzy module development is more flexible in making some changes in fuzzy application. Such fuzzy controllers allow humans to try several various variants of applications without the devices changing.

To design the fuzzy controller module it is necessary to create a Knowledge Base which should include concept information divided into Data Base and Rules Base. Knowledge Base is a static data structure which has predefined size and installed contents. Knowledge Base structure should be defined before starting application work. Data Base contains information about fuzzy sets which are linguistic terms used in fuzzy rules. To simplify a calculation, each fuzzy set membership function is presented as a piecewise-linear function and has three or four points. Points count depends on the domain. An Example of variable definitional domain division into five trapezoidal fuzzy sets is shown on the picture below.

Rules Base is rule set. Each rule uses matched fuzzy set from the Data Base. There are two possible data structure designs to store Knowledge Base. The decision depends on hardware capability.

If computer is power optimal, structure design can consist of entries array where each entry is a rule from Rules Base and has variable fields (antecedents and consequents) of integer or point type. These integers or points are reference to fuzzy sets array. Sometimes it is necessary to use dynamic count of rules and fuzzy sets for several Knowledge Bases. In this case, static arrays should be replaced by lists in dynamic memory.

Microcontrollers can use only simple data structures consisting of integer or float arrays. Structure bases on as many arrays as antecedents and consequents and defining points of fuzzy sets. For example for trapezoidal fuzzy sets Data Base is float arrays. Each element of these arrays contains information about antecedent i, fuzzy set j and defining fuzzy set point k. Rules Base consist of three arrays. These arrays size are rules count. Rules link to fuzzy sets which Data Base keeps.

Each node of network has a fuzzy controller module which has a set of input and output linguistic variables. Thus this type of sensor node can be called a fuzzy sensor. Fuzzy sensor contains linguistic variables called also attributes, Knowledge Base consisted of fuzzy rules and машина вывода which carries out calculation of output variables.

In order for the fuzzy system to be more flexible, capability of linguistic rules and Knowledge Base remote setting has been added. Thus it is possible for the fuzzy sensor to change its behavior if the user wishes, whether it is human or a computer program. Input variables are linguistic mapping of physical sensors placed on the device. Output variables values are results of fuzzy controller work.

A set of such fuzzy sensors which are wireless network nodes can organize hierarchy. Thus, it is possible to form a distributed system of information processing and storing. The hierarchy is created in the following way, output variables of some fuzzy sensor can be input variables of other fuzzy sensor or sensors. Multilevel hierarchies of fuzzy sensors are created using this principle. This distributed system allows tasks of any complexity to be implemented.

There is capability to build distributed Data Base to process fuzzy queries in wireless sensor network. This capability is easily realized, but is not expedient, as queries to Data Base and fuzzy modifiers presented in the form of ordinary relational Data Base are limited. Also the Data Base has a large memory size. Therefore the use of SQL extended to fuzzy case to process fuzzy queries is not effective. Following this a special fuzzy query language, and communications in distributed systems were developed. This language can be used for

- sensor network requests
- fuzzy triggers creating
- fuzzy active Data Bases creating
- fuzzy sensors communications

It is based on this approach that the distributed Data Base was created. Its data is stored in various network nodes. The Client uses such distributed fuzzy Data Base as ordinary Data Base. The query can be both simple, for example a query of attribute values for a given period, and complex containing aggregation functions. Also it can be fuzzy which asks output attributes fuzzy calculation. If the node does not have enough
information to execute a query it creates and sends its
own queries to other nodes.

Five general, goal-oriented, data fusion
methods are in use today in WSN (ordered by data
complexity) - data association, identity fusion, effect
estimation, pattern recognition and artificial
intelligence. Ten discrete data fusion techniques can
be identified within these five general categories:
figure of merit and gating technique in the data
association, Kalman filters in the identity fusion,
Bayesian decision theory and Dempster-Shafer
evidential reasoning in the effect estimation,
adaptive neural networks and cluster methods in
the pattern recognition, expert systems, blackboard
architecture and fuzzy logic in the artificial
intelligence.

The sensor data fusion technology focuses
on the acquisition of high-level information (artificial
intelligence level), i.e. information that is related to
many conventional physical quantities in a non-
analytical way. In these complex cases, fuzzy
production systems and fuzzy neural networks are
more effective and they compute and report linguistic
assessments of numerically acquired values. Two
methods are proposed to realize the aggregation from
basic measurements. The first one performs a
combination of the relevant features by means of a
rule-based description of the relations between them.
With the second, the aggregation is realized through
an interpolation mechanism that creates a fuzzy
partition of the numeric multi-dimensional space of
the basic features. This partition can be realized with
fuzzy neural networks. But fuzzy sensor can also can
be used on low levels of data fusion, e.g. for filtering
and for pattern recognition.

Aggregation functions can be modeled using
T-norm and T-conorm. To do it only one
membership function of line form should be built.
But rules are different for various aggregation
functions. For example it is required to calculate
maximum of two temperature values which are
measured different nodes. Two linguistic variables,
Temp1 and Temp2, should be created and
membership functions, f1 and f2, should be built for
these variables. So every variable has one
membership variable of line form. Result is output
linguistic variable Max which has line function fmax
as Max membership function. In this case rules have
to be following:

If Temp1 =f1 OR Temp2 = f2 THEN Max = fmax

To calculate minimum of Temp1 and Temp2 rules
have to be following:

If Temp1 = line AND Temp2 = line THEN Max = line

Factors which can influence on exactness of
fuzzy logic system has to be take into account. For
example:

- selecting of fuzzy sets kind and number
- selecting of defuzzification method
- selecting of operators which are used in
rules. Operators selecting is very
important and directly influences on
result exactness.

In this fuzzy system following T-norm and
T_conorm are used:

- Zade’s T-norm and T_conorm
- probabilistic T-norm and T_conorm
- Lukasevich’s T-norm and T_conorm
- parametric Franc’s nd T-conorm
- parametric Sugeno’s d T-conorm

The same system can use various types of T-
norm and T-conorm. Setting can be made in any
moment during system working.

Such module can be separate into following
parts:

- fuzzy controller algorithm extended to
using of T-norm and T-conorm
- initial data download
- result storing
- fuzzy model setting
- dynamic changing of T-norm and T-
conorm

In subsystem of dynamic changing of T-
norm and T-conorm their queue task is executed.
They change at all time during managing process. It
allows to do the system management is more
appropriate of expert opinion about its work.

Data fusion algorithms in production form
can be easily decomposed and they have hierarchical
form by nature. So sensor nodes hierarchy can realize
data fusion inside WSN. The knowledge bases for
processing of data in given node is distributed inside
WSN.

WSNs are huge dynamic databases but for
more effective using of information we need more
effective organization. The most interesting
approach is to use WSN as distributed computing
environment for intelligent data processing methods
and as storehouse of this methods and not only tools
for data measuring and transmitting. Thus methods
are to provide distributed accumulation, transmitting
and using of these knowledge. One of approaches is
to use expert system with knowledge base distributed
among fuzzy sensor nodes in WSN. The physical
data attributes are processed by fuzzy sensor node
knowledge base and by knowledge base of neighbor
fuzzy sensor nodes.

But the main problem is the cost and the
complexity of data delivery in data fusion fuzzy
sensor because the position of this fuzzy sensor has
to be fixed and closed to the user. So the assignment
of WSN as point for data fusion must be dynamic
procedure and the fuzzy sensor position should be optimized in regard of the query, WSN and environment status. Together with fuzzy sensor’s assignment its knowledge base should be changed. When cluster head function is delivered inside cluster of nodes from one fuzzy sensor to other fuzzy sensor than knowledge base with cluster head functions of first fuzzy sensor should be send to second fuzzy sensor.

When user requests about some attribute from particular fuzzy sensor and this fuzzy sensor has no rules to compute it, then the request should be send to the nearest fuzzy sensor where necessary knowledge base was located. E.g., for monitoring of dynamic object (goal) moving or other changes of goal parameters the positions of fuzzy sensors responsible for this monitoring can change and data fusion methods must be transmit to the fuzzy sensor responsible for this monitoring and located near the goal at the moment of data request.

The suggested approach consists in moving up of fuzzy sensor with data fusion rules to the event point and in hierarchical data processing inside this fuzzy sensor. At first fuzzy sensor should get the necessary physical data and then compute the users’ inquiry answer. Computing procedure for inquiry answer starts from fuzzy sensor with data fusion rules, than distributes across WSN. The universal character of these algorithms by production rules allows to simplify these procedure by transmission only rule’s parameters instead of program code.

Thus fuzzy distributed knowledge base for distributed data base query processing has the following properties:

- It functions as distributed expert system.
- Knowledge in production form can be transmitted between nodes.
- Knowledge base for inquiry answer can be send in fuzzy sensor together with the inquiry.
- Special language is used for knowledge base transmission between nodes.

Knowledge-based program of data fusion uses parallel computing algorithms and destinies for the whole WSN and not only for certain fuzzy sensor.

Until now middleware was rarely designed for wireless networks support. Most middleware systems were for enterprise networks. Some of them focus on how to control quality of service adaptation in middleware architecture, and the quality of service is specified by fuzzy rules and membership functions [15] an can be realized by fuzzy sensor. But there are already some projects underway that aim to develop middleware for WSN, such as [1, 3, 4, 5, 6, 7, 8, 9, 16]. Cougar [1], for example, adopts a database approach where sensor readings are treated like “virtual” relational database tables. An SQL-like query language is used to issue tasks to the WSN. The Smart Messages Project [7] is based on agent-like messages containing code and data, which migrate through the sensor network. NEST [8] provides so-called microcells as a basic abstraction. They are similar to operating system tasks with support for migration, replication, and grouping. SCADDS [4] is based on a paradigm called Directed Diffusion, which supports robust and energy-efficient delivery and in-network aggregation of sensor events. Project AGILA [16] envisions a new paradigm for programming and using sensor networks where applications consist of special programs called mobile agents that can migrate their code and state from one node to another as they execute. Mobile agents offer an unprecedented level of flexibility by allowing fluid applications to spread throughout the network and to intelligently position themselves in the optimal location for performing their task, whether it be detecting an intruder or tracking a wildfire. By allowing new agents to be dynamically injected, a pre-existing network can be re-tasked.

However, most of the projects are in an early stage focusing on developing algorithms and components for WSN [2], which might later serve as a foundation for middleware. Moreover, most of the current results are based on simulations or small-scale experiments in laboratory settings. The suitability for large-scale networks still has to be proven.

There are several models of fuzzy databases, which can be easily, generalized as WSN fuzzy database in the fuzzy sensor friendly domains.

Applying fuzzy logic to databases has been an active research area since the 80’s. The most important issues are the enhancement of existing data models for representing uncertain and/or imprecise data (fuzzy data), the extension of current database languages to handle fuzzy queries, and the use of fuzzy inference to deduce answers to questions in fuzzy expert database systems [11, 12].

Active databases, which incorporate Event-Condition-Action rules into the conventional (passive) databases, have been investigated by many researchers over the past decade [13, 14]. They provide the capability to react to database (and possibly external) stimuli, called events, without user intervention. Fuzzy triggers model combines fuzzy logic features with active database capabilities to provide a high-level view of data stored in a database was proposed in [10].

In spite of the fact that knowledge representation with fuzzy production rules is quite natural and simple procedure, it suppose rather slow interface with the user for rules and membership function acquisition. Besides the resulted knowledge base usually needs validation and verification. A
learning pattern that corresponds to expert opinion about desired measurement process can greatly accelerate this process. So the nearest goal is using beside fuzzy sensor neuro-fuzzy networks (embedded in one node or distributed among several nodes of WSN), genetic algorithms and artificial immune systems. These models can control by adaptation and learning of fuzzy sensor for optimization such hierarchical processes as data clusterization, filtration, aggregation, association and fusion. These possibilities will increase the effectiveness in static and dynamic object monitoring, monitoring of environments, buildings and industry processes. Besides they will be able self-learning simultaneously with control of basic processes – data and knowledge transfer inside WSN, energy saving, defense of WSN from attacks. For the case of heterogenous WSN functions dedicated nodes should realize the most part of soft computing methods.
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Abstract

The embedded soft computing approach in wireless sensor networks is suggested. This approach means a combination of embedded fuzzy logic and neural networks models for information processing in complex environment with uncertain, imprecise, fuzzy measuring data. It is generalization of soft computing concept for the embedded, distributed, adaptive systems.
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1 Introduction

The technology of fuzzy and neuro-fuzzy systems in WSN uses soft computing approach to increase performance of wireless sensors networks (WSN) and to make them more intelligent. WSN is one of the most promising technologies of the 21st century. For the first time «smart» sensors were implemented by Berkeley University of California together with INTEL corporation. The prototype of WSN node is a software-hardware platform for deployment of several specialized sensors on the base on an autonomous wireless controller. WSN consists of a large number of tiny devices, which are deployed in real environment and function as a united network. To provide sensor nodes with a possibility of self-organization the specialized software was designed together with IDE for application development. The specialized software implements the possibilities of communication, routing and application support for WSN.

The increasing of WSN performance means preliminary processing of raw data, data fusion, clusterization and aggregation. Intelligent WSN provides also distributive decision-making and queries processing, knowledge-based routing and power consumption. Methods of decision-making and information processing based on symbol models of classic artificial intelligence are too complex for embedded realization in WSN due to limited communication and power resources of WSN. Only few companies in the world solve this problem by embedded soft computing approaches. These approaches for WSN mean a combination of embedded fuzzy logic and neural networks models for information processing in complex environment with uncertain, imprecise, fuzzy measuring data. It is generalization of soft computing concept for the embedded, distributed, adaptive systems. These approaches were suggested by Russian scientists in 1997 [2], when hybridization of soft computing and mathematical statistics was used to process the results of heterogeneous measurements for environment monitoring applications. The first realization of these approaches was made in 2004 [1,2,4]. The main part of our embedded soft computing and soft computing approaches is Smart Node (SN) model for WSN [3]. The core of SN is Fuzzy Engine, which consists of three modules: knowledge base (a set of fuzzy production rules), fuzzification and defuzzification modules, which transform numerical measurements in linguistic form and vice-versa. The output of SN can approximate of any function of input parameters, e.g. when it is impossible or difficult to measure certain parameter, it can be computed by SN with the use of special rules from knowledge base. Similarly the special rules can be created for data fusion, clusterization, aggregation, routing and power consumption. The knowledge base of SN can be created as a result of knowledge acquisition from exert or by supervised neural network learning. Application knowledge in nodes can significantly improve the resource and energy efficiency, for example by application-specific data caching and aggregation in intermediate node. SN are realized inside MeshNetics™ platform [4]. MeshNetics™ is a family of software components, algorithms, hardware designs and solutions that enable next generation M2M applications [3]. By adding expert system to monitoring, controlling, tracking applications, it enables new generation of solutions optimized for the needs of end-users. With MeshNetics™ businesses profit from reduced pricing structure, life-cycle time and enhanced competitiveness of their new and existing products. MeshNetics™ enables expert remote monitoring and control of a wide range of processes, assets, systems, and facilities. Built-in expert system with advanced algorithms, neural networks and fuzzy logic creates a new generation of WSN’s and frees businesses from
being trapped into costly and complex wired “static” systems and enhances the possibilities by listening actively to your environment.

Built-in expert system on the base of SN, that allows to support hybrid distributive expert system on the nodes of WSN, which can realize, together with data collection and communication, a large class of existing algorithms of data fusion and aggregation.

Meshnetics™ SN is the node of Meshnetics™ platform, which include Smart Engine. Smart Engine is given by a number of its parameters, i.e. rules patterns, variables, terms, membership functions, triangular norms. These parameters can transmit across WSN. These transmissions can be defined by user, or by Smart Node (SN) itself.

E.g., in goal tracking process these transmissions can be realized by SN in dependence of mutual smart node and goal positions.

Software environment of SN is universal tool for intellectual decision support in WSN and it is strongly connected with following power-aware&networked embedded Computer Systems research areas: application-driven network architectures, emerging platforms and technology, resource constrained real-time OS’s, distributed algorithms (broadcast, anycast, multicast, convergecast) in lossy wireless networks, ad hoc multi-hop routing, , in-network aggregation and processing, coverage and density, ranging and localization, resilient aggregators, distributed feature extraction, tracking, and collaborative signal processing.

2 Smart Nodes Challenges

2.1 Data Processing Challenges

The main goal of WSN activity is collecting a tremendous amount of data and transmitting them to the user. Collected data can be interpreted as distributed knowledge base. In this approach both system user and system designer have the problems of control for distributed data processing processes of uncertain, incomplete or redundant sensor measurements.

The main factors, that influence on WSM effectiveness and make problems for designers are the following:

- WSN nodes have very restricted computational and storage power.
- Node communication range is limited. In most cases nodes can directly communicate with immediate neighbors only.
- WSN consists of a large number of unreliable nodes, that produce measurement or transmission errors.
- WSN must continue to operate at all times even when some of it nodes get physically destroyed at unpredictable times.
- WSN must continue to operate without interruption when new nodes are added to the network in order to replace the failed ones or extend the network.
- As a result, node communication may require different paths at different times depending on the state of end-to-end link between communicating parts of the network.
- The decrease of battery power is different in different nodes.
- Data transmission time and power losses increase with the size of WSN.

Two last problems are of great importance to the user. The carrying capacity of network only slightly depends on number of nodes (it increases as log N, where N – number of nodes). The most rational output is decreasing of traffic by adding distributive hierarchical data processing inside network and by providing the user with relevant answers only. There are a number of various algorithms for this processing realization. These algorithms depends on data types and data generalizations levels. But in traditional models of distributive hierarchical data processing each algorithm is strictly connected with certain node for given network topology. Changing of network topology implies reboot of nodes and this process needs transmitting of large pieces of code. To solve the problem in SN transmitting of code units has changed by transmitting of knowledge units. These knowledge units are used for reboot local note with tuning parameters. The last problem (irregularity of power consumption) is solved by embedding power consumption rules in given sensor node. On the base of these rules the sensor node can make autonomous decision about utility of participation in data collection and data transmission for given states of the environments, neighbor nodes and decision-making node.

As software tool for this purpose we have realized universal tool of fuzzy sensor shell with production knowledge model, embedded in all nodes of SN. This shell may approximate a large class of existing algorithms of data fusion and aggregation. In this approach each sensor becomes intelligent agent with knowledge about himself and its' environment and it is able to autonomous decision-making. Sensor may control this knowledge and send it to other node. In this case WSN can be interpreted as distributed data base and knowledge base with the possibilities of mobility and adaptability. The fact allows using multi-agent technologies and distributive intelligent decision support systems.
2.2 Middleware Challenges

SN technology sits between the operating system and the application and thus belongs to middleware. Thus the main purpose of middleware for sensor networks is to support the development, maintenance, deployment, and execution of sensor-based applications. This includes mechanisms for formulating complex high level sensing tasks, communicating this task to the WSN, coordination of sensor nodes to split the task and distribute it to the individual sensor nodes, data fusion for merging the sensor readings of the individual sensor nodes into a high-level result, and reporting the result back to the task issuer. The most part of these mechanisms were successfully realized in SN.

Unique property of SN embedded middleware for WSN is imposed by the design principle application knowledge in nodes. Traditional middleware is designed to accommodate a wide variety of applications without necessarily needing application knowledge. SN embedded middleware for WSN has to provide mechanisms for injecting application knowledge into the infrastructure and the WSN.

For this purpose SN embedded middleware for WSN has to provide special knowledge representation language, special query language, special protocols of query forwarding, special methods of data fusion and aggregation and special methods of software update management. These new technologies have been realized on the base of fuzzy systems technology.

3 Possible Application Fields of SN

3.1 Smart Node in WSN Control.

When we use knowledge (meta-rules) to control WSS we have analogy with active network paradigm. The similarity is in sending together using together with each request special block of rules (capsule for active networks) to process the request by SN (server for active networks). The difference is that SN suppose two types of traffic - knowledge traffic and data traffic and in active networks there no knowledge traffic. For knowledge traffic and for communication with other subsystems (e.g. neuro-fuzzy systems) we can use FULL-like special language for fuzzy knowledge representation. Using SN we can realize:

- Routing algorithms
- Optimal control of power consumption in WSN
- Data traffic control
- Q&S control

3.2 Using SM for Fuzzy Data Base Designing

From one perspective sensor networks are similar to distributed database systems. They store environmental data on distributed nodes and respond to periodic and long-lived periodic queries. Data interest can be pre-registered to the sensor network so that the corresponding data is collected and transmitted only when needed. These specified interests are similar to views in traditional databases because they filter the data according to the application’s data semantics and shield the overwhelming volume of raw data from applications. Fuzzy query approach can be used to reduce this volume of raw data.

The extension of TinyDB by fuzzy attributes can be interpreted as fuzzy TinyDB and fuzzy active TinyDB. This possibility can be easy realized but does not seem very useful because there are only few possible classes of requests to WSN and representation of fuzzy modifier in TinyDB are rather restricted. Besides volume of DB is too large for SN memory. So using of extended SQL for fuzzy requests processing is not effective.

Thus in Fuzzy Meshnetics expert WSN on the base of SN we can completely substitute functions of fuzzy data base for WSN (possible TinyDB fuzzy extensions) by SSM data bases functions with special query processing language for SN. The language can be used for:

- Fuzzy queries to WSN (fuzziness can be in query only and also in WSN);
- For fuzzy triggers designing;
- For active data base designing;
- For communication between SN.

Traditional Event-Condition-Action triggers (active database rules) include a Boolean predicate as a trigger condition. As far as WSN can be considered as distributive database, we can see that SN with Event-Condition-Actions in KB realize embedded fuzzy triggers for this distributive database.

3.3 Using of SN for Data Aggregation and Fusion.

If all raw data is sent to base stations for further processing, the volume and burstness of the traffic may cause many collisions and contribute to significant power loss. To minimize unnecessary data transmission, intermediate nodes or nearby nodes work together to filter and aggregate data before the data arrives at the destination.

Five general, goal-oriented, data fusion methods are in use today in WSN (ordered by data complexity) - data association, identity fusion, effect estimation, pattern recognition and artificial intelligence. Ten discrete data fusion techniques can be identified within these five general categories: figure of merit and gating technique in the data association, Kalman
filters in the identity fusion, Bayesian decision theory and Dempster-Shafer evidentional reasoning in the effect estimation, adaptive neural networks and cluster methods in the pattern recognition, expert systems, blackboard architecture and fuzzy logic in the artificial intelligence.

The SN data fusion technology focuses on the acquisition of high-level information (artificial intelligence level), i.e. information that is related to many conventional physical quantities in a non-analytical way. In these complex cases, fuzzy production systems and fuzzy neural networks are more effective and they compute and report linguistic assessments of numerically acquired values. Two methods are proposed to realize the aggregation from basic measurements. The first one performs a combination of the relevant features by means of a rule-based description of the relations between them. With the second, the aggregation is realized through an interpolation mechanism that creates a fuzzy partition of the numeric multi-dimensional space of the basic features. This partition can be realized with fuzzy neural networks.

But SN can also can be used on low levels of data fusion, e.g. for filtering and for pattern recognition. Data fusion algorithms in production form can be easily decomposed and they have hierarchical form by nature. So sensor nodes hierarchy can realize data fusion inside WSN. The knowledge bases for processing of data in given node is distributed inside WSN.

But a naive placement of the fusion functions on the network nodes will diminish the usefulness of in-network fusion, and reduce the longevity of the network (and hence the application). Thus, managing the placement (and dynamic relocation) of the fusion functions on the network nodes with a view to saving power becomes an additional responsibility of the application programmer. Dynamic relocation may be required either because the remaining power level at the current node is going below threshold, or to save the power consumed in the network as a whole by reducing the total data transmission. Supporting the relocation of fusion functions at run-time has all the traditional challenges of process migration.

3.4 Using of SN for Fuzzy Distributed Expert System Designing

WSNs are huge dynamic databases but for more effective using of information we need more effective organization. The most interesting approach is to use WSN as distributed computing environment for intelligent data processing methods and as storehouse of this methods and not only tools for data measuring and transmitting. Thus methods are to provide distributed accumulation, transmitting and using of these knowledge. One of approaches is to use expert system with knowledge base distributed among SNs in WSN. The real data attributes (IPA) are processed by SN knowledge base and by knowledge bases of neighbor SNs.

But the main problem is the cost and the complexity of data delivery in data fusion SN, because this data fusion SN, because this position of this SN must be fixed and close to the user. So the assignment of WSN as point for data fusion must be dynamic procedure and the SN position should be optimized in regarding of the query, WSN and environment status. Together with SN’s assignment its knowledge base should be changed. When cluster head function is delivered inside cluster of nodes from one SN to SN2, than knowledge base with cluster head functions of SN1 should be send to SN2.

Thus fuzzy distributed knowledge base for distributed data base query processing has the following properties:

- It functions as distributed expert system.
- Knowledge in production form can be transmitted between nodes.
- Knowledge base for inquiry answer can be send in SN together with the inquiry.
- Special language is used for knowledge base transmission between nodes.
- Knowledge-based program of data fusion uses parallel computing algorithms and destinies for the whole WSN and not only for certain SN.
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Abstract

Multiattribute evaluation of alternatives for the disposition of surplus weapons-usable plutonium on the base of fuzzy sets has been made.
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1 Introduction

One of the major problems of nuclear power is the problem of recycling of nuclear materials: their safe long-term storage and management.

Process of the Russian-American reduction of strategic nuclear arms has put on the agenda a problem of proliferation of nuclear weapons - highly enriched uranium and plutonium.

The problem of recycling of weapon plutonium is the most actual today and attracts attention of politicians, scientific and engineers in Russia and abroad. The main objective of the decision of this problem is to prevent the proliferation of nuclear weapon. Besides it is necessary to provide efficiency of using of plutonium and safety of man and environment.

The problem of disposition of surplus plutonium can be formalized as a multi-attribute problem of a choice of alternatives from a set of possible alternatives. The Department of Energy of USA - Office of Fissile Materials Disposition has announced a Record of Decision selecting alternatives for disposition of surplus plutonium. There are thirteen alternatives which fall into reactor, immobilization and direct disposal alternatives. Thirteen alternatives of recycling surpluses weapons-usable plutonium are considered in report [1]. Five reactor’s alternatives envisage that surplus weapons-usable plutonium is used for production of MOX fuel for nuclear reactors. Other six alternatives include different ways to immobilize surplus plutonium with radioactive glass-bonded zeolite, or mix with borosilicate glass, ceramic and radioactive materials. The last two alternatives present pellets, immobilized with ceramic and placed in a borehole.}

Because the decision for plutonium disposition involves multiple criteria it is appropriate to use multi-attribute utility model for this study [2]. It bases on the calculation a multi-attribute utility $U(x_1, x_2, ..., x_n)$, where $x_i$ represents the level of performance on measure $i$. $U(x_1, x_2, ..., x_n)$ can be decomposed into an additive, multiplicative or other form to simplify assessment. An additive multi-attribute utility model can be represented as follows:

$$u(x_1, x_2, ..., x_n) = \sum_{i=1}^{n} k_i f_i(x_i),$$

where $f_i(x_i)$ is a single-attribute value function over measure $i$ that is scaled from 0 to 1, $k_i$ is the weight for measure $i$ and $\sum_{i=1}^{n} k_i = 1$.

The purpose of this report is development an additive multi-attribute utility model on the basis of fuzzy sets [3] and evaluation of alternatives for the disposition of surplus weapons-usable plutonium.

2 Evaluation and ordering of alternatives on the basis of an additive multi-attribute utility model and fuzzy sets.

The method of ordering of alternatives on the basis of the additive convolution expanded on a case of fuzzy information is used. This approach bases on the assumption of additive independence of criteria. Let it is required to order $m$ alternatives: $a_1, a_2, ..., a_m$, which are estimated on $n$ criteria. We shall designate an estimation of $i$th alternatives on $j$th criterion as $\tilde{A}_{ij}$. $i=1, m; j=1, n$. Relative importance of criterion is determined by weight multiplier $K_i$. The weighed estimation of $i$th alternatives is determined under the formula

$$\tilde{A}_i = \sum_{j=1}^{n} K_j \times \tilde{A}_{ij},$$

where $\sum_{j=1}^{n} K_j = 1$. 
In the assumption of fuzziness of assessment of alternatives by corresponding criteria \( A \) and relative importance of alternatives \( K \), they are fuzzy numbers and might be represented by membership functions 
\[
\mu_{A_i}(a_j) \quad \text{and} \quad \mu_{K_j}(k_j)
\]
accordingly.

Membership function of the weighed estimation of \( i \)th alternative \( \mu_{A_i}(a_i) \) is determined according to the formula (2) on the basis of the extension principle [4].

\[
\mu_Z(z) = \max \left\{ \min \left[ \mu_X(x), \mu_Y(y) \right] \right\}, \quad (3)
\]

where symbol * means algebraic operation.

The membership functions \( \mu_{A_i}(a_i) \) and \( \mu_{K_j}(k_j) \) were set as symmetric triangular functions. Their tops correspond to assessment of alternatives and relative importance of criteria, and the left and right borders characterize the fuzziness of assessments.

The alternatives and the five goals or objectives (criteria) are shown in the table 1:

<table>
<thead>
<tr>
<th>№ of alternative (a_i)</th>
<th>Theft</th>
<th>Diversion</th>
<th>Irreversibility</th>
<th>International Cooperation</th>
<th>Timeliness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2281</td>
<td>0.2879</td>
<td>0.7000</td>
<td>0.5278</td>
<td>0.6577</td>
</tr>
<tr>
<td>2</td>
<td>0.2311</td>
<td>0.2879</td>
<td>0.7000</td>
<td>0.5278</td>
<td>0.4414</td>
</tr>
<tr>
<td>3</td>
<td>0.2378</td>
<td>0.2879</td>
<td>0.7000</td>
<td>0.5278</td>
<td>0.4036</td>
</tr>
<tr>
<td>4</td>
<td>0.2323</td>
<td>0.2877</td>
<td>0.7000</td>
<td>0.5278</td>
<td>0.4000</td>
</tr>
<tr>
<td>5</td>
<td>0.2278</td>
<td>0.2879</td>
<td>0.7000</td>
<td>0.4496</td>
<td>0.6162</td>
</tr>
<tr>
<td>6</td>
<td>0.2941</td>
<td>0.2584</td>
<td>0.7000</td>
<td>0.4483</td>
<td>0.5712</td>
</tr>
<tr>
<td>7</td>
<td>0.2941</td>
<td>0.2584</td>
<td>0.7000</td>
<td>0.4483</td>
<td>0.8162</td>
</tr>
</tbody>
</table>

Thus, the best is the thirteenth alternative, namely a burial place of plutonium in boreholes.

To compare the fuzzy numbers \( M \) and \( N \) we must evaluate the degree of possibility of \( M \geq N \) according to extension principle [4]

\[
v(M \geq N) = \sup \left\{ \min \left[ \mu_M(x), \mu_N(y) \right] \right\}, \quad (4)
\]

This formula (4) is an extension of the inequality \( x \geq y \) according to the extension principle.

According to the formula (4) we received the degree of possibility that \( i \)th alternative more then 13th alternative:

\[
v(1) = 0.8863, \quad v(2) = 0.4185, \quad v(3) = 0.3361, \quad v(4) = 0.3245, \quad v(5) = 0.5470, \quad v(6) = 0.4333, \quad v(7) = 0.9588, \quad v(8) = 0.4349, \quad v(9) = 0.4349, \quad v(10) = 0.9621,\]

According this example the degree of that the tenth, or, for example, the second alternative is the best, is equal to 0.9621 and 0.4185 accordingly. It is similarly possible to carry out the comparison of alternatives with 10th alternative and with others.

The received results allow carrying out evaluation and ordering of alternatives for the disposition of surplus weapons-usable plutonium in view of real uncertainty of input data.

III. Direct disposal alternatives:
12 - Deep Borehole (Immobilization); 13-Deep Borehole (Direct Emplacement).

The membership functions of the weighed assessment of \( i \)th alternative \( \mu_{A_i}(a_i) \) are calculated for assessment uncertainty from 1% up to 100 Figure 1 represents the membership functions \( \mu_{A_i}(a_i) \) of alternatives with 5% of uncertainty.

Table 1
Figure 1: Membership functions of alternatives from the left to the right: 4, 3, 11, 2, 6, 8, 9, 12, 1, 7, 10, 13.
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Abstract

One of the main problems in soccer is to co-ordinate in real time scale collective behavior of team members, who solve a common task by solving individual tasks. The specificity of the problem consists in the fact that soccer players with their collective and individual skills, individual behavior and incomplete knowledge of the environment and limited resources should succeed in reaching the common goal in dynamically changing game.

Keywords: spatial reasoning, formal spatial situation description, intelligent soccer tactics’ analysis

1 Introduction

Soccer players act in time and space inside an unpredictable environment that often complicates team work. When organizing a team play, the main task is to provide coordinated actions of players, all trying to realize their individual actions. Thus, behavior of soccer players as a team is a more complex phenomenon than coordinated individual actions of separate athletes.

At present we are building a digitized soccer match analysis tool and implementing situation patterns in a real soccer match. Our research started from interviewing soccer coaches in order to understand their interpretation of detailed spatial situation description. So we determined fuzzy linguistic variables set and defined formal description of a spatial situation.

The objective of this study was to create an Intelligent System of Tactics’ Analysis (ISTA) in a group of interacting players in game situations and during tactical training exercises.

2 Methods

To create ISTA, we used multi-agent technologies and fuzzy semiotic models to control individual agent. According to the adopted terminology we use the word “agent” instead of “soccer player”. Three layers were distinguished in a cognitive agent: physical actions, individual behavior and coordinated behavior.

When analyzing team work of a multi-agent system, one should take into account that it is organized with the help of the group (team) plan of actions of the agents. This plan has the following peculiarities.

1. The group plan requires the consent of the group of agents to follow some instructions in the group actions.

2. The agents should take responsibilities in respect of their individual actions and the activity of the group as a whole (individual intentions about how to act).

3. At the same time, the agent should take responsibility in respect of the actions of the other agents (coordinated intention).

4. The plan of the group activity may include plans of individual agents for the assigned actions and plans of the subgroups.

Spatial situation on a soccer field is described by determination of spatial relations between players, ball and goal. We might not calculate dimensions of these objects, but accept that a soccer player is <middle-sized>, the goal is <big> and the ball is <small>. Determination of static spatial relations (e.g. relations of directions and distance) is shown on picture below (Figure 1; the same approach as used in [1], [2]).

![Figure 1: Spatial relations (distance, directions).](image-url)

Then we’ve added the speed of each player and the ball. Possible speeds are <standing> (0 m/s), <walking> (<2 m/s), <jogging> (from 2 to 4 m/s), <running>
There are many typical spatial situations on a soccer field. Formal Spatial situation description defines a "pattern" abstracted from objects coordinates using qualitative spatial data. We are trying to recognize 'local' situation double-pass etc., and predict movements of each player during realization of this game pattern. Two players can play together having determined the same spatial situation pattern, without sending any messages (as players in real soccer). So if a player "knows" that his role is "assistance" in double-pass pattern, he will pass back to first player after catching the ball. In other case he will do something ignoring his partner.

We are building formal situation description for each 0.1 second of a soccer match (digitized record of a real human match). Then we are using qualitative spatial reasoning to determine the game pattern, which exists on the field at the moment.

Hierarchy of tactical group actions in soccer consists of tactical variant, tactical scheme, and tactical combination.

In our work we recognized the following combinations: in attack - wall pass, pass to a third player, scissor movement; in defense – counteraction to wall pass, counteraction to the combination “pass to a third player”, covering. Tactical schemes consisting of several tactical combinations were registered: in attack – run and center, run through the center, flank run with pass to the other flank; in defense – man-to-man marking, zonal marking, horizontal and vertical displacement.

The system ISTA was adapted in order to work with Qualisys motion capture camera with high-speed video “Oqus” (Qualisys AB, Sweden), that permitted to create a database of game combinations for the learning sample of the artificial neural network. To complete computer training support tool, which deals with digitized match record database and automatically recognizes pre-defined situation pattern, now we use fully-defined spatial situation description, while human players do their spatial reasoning using some dominant objects. We are to provide an algorithm to cut unnecessary spatial relations and objects from agent spatial situation description.

3 Results

Using this approach for processing video records of matches played by teams of different qualification permitted to identify some patterns in tactical actions of the teams used in a match. We have analyzed 4 games of the leading European club teams (group A), 5 games of the Russian national youth team (16 yrs) in the European championship of 2006 (group B), 5 games of Second Division teams participating in the regular Russian championship (group C).

Our study permitted to reveal some specific features of tactics organization in teams of different qualification during official games. Data presented in Table 1 and Table 2 demonstrates that teams of the group A used less diverse tactical schemes (P < 0.05), but repeated the same scheme more often (P < 0.01) in a game, than teams of the groups B and C. Team-work in defense was more often used in the group A, than in the other two groups (P < 0.05). It should be noted that reliability of team actions in defense was considerably lower in the groups B and C, than in the group A.

<table>
<thead>
<tr>
<th>Group</th>
<th>Number of schemes</th>
<th>Number of repetitions</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group A</td>
<td>6±1,1</td>
<td>31±3,5</td>
<td>20</td>
</tr>
<tr>
<td>Group B</td>
<td>9±2,1</td>
<td>18±2,1</td>
<td>40</td>
</tr>
<tr>
<td>Group C</td>
<td>8±3,1</td>
<td>12±1,3</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 1: Group tactical attacking actions with % success rate for different qualification teams

<table>
<thead>
<tr>
<th>Group</th>
<th>Number of schemes</th>
<th>Number of repetitions</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group A</td>
<td>4±0,2</td>
<td>20±3,1</td>
<td>80</td>
</tr>
<tr>
<td>Group B</td>
<td>3±0,2</td>
<td>15±4,3</td>
<td>60</td>
</tr>
<tr>
<td>Group C</td>
<td>3±0,7</td>
<td>12±2,4</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 2: Group tactical actions in defence with % success rate for different qualification teams

Data displayed in Table 3 revealed formation of tactical schemes in attack and distribution of tactical combinations by 4 zones of the field.

| Zone | Number of combination
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3: Number of group combinations in a single scheme of attack and their distribution by field zones.
Zone 1 – one quarter of the field around the penalty area of attacking team, zone 4 - one quarter of the field around the penalty area of defending team, zones 2 and 3 – in the center of the soccer field on the sides of attacking and defending teams correspondingly. Players of the group A used more combinations during the realization of a single scheme ($P < 0.05$), than players of lower qualification (groups B and C). It was found out that teams of higher qualification improved interaction in immediate proximity of the opposing goal (group A - 40% in the zone 4), while less qualified teams organized most of collective actions on their own half of the field (group B - 40% in the zone 2; group C – 50% in the zone 2). The lack of sufficient technique preparedness of players of the groups B and C must have prevented them from reliable performance on the opposing half of the field in case of active defense of the opponent.

### 4 Conclusions

Digitized data (e.g. coordinates of players and ball) can easily be used for automatic tactics’ review of match or training process. Usage of ISTA coach assistant is the way to raise effectiveness of training.

Given results was highly commended by real soccer coaches, since ISTA is the way to reduce time spend for match review and it is the way to equitably analyze tactics of both teams. Furthermore we have revealed the following tendencies in organization of team and group actions in soccer. Less qualified teams improvise more during the game that interferes the use of collective actions. To organize team work effectively, tactics of a team must be determined by the chosen style of playing, based on minimal number of tactical variants and schemes. Nowadays we see perspectives in greater universality of players from the point of view of organization of group actions when tackling on the whole field.
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Abstract

Fuzzy Logic, Computing with words, and the Computational Theory of Preceptions build a stack of methodologies to help bridge the gap between systems and phenomena in reality and scientific theories. Bridging this gap has been a problem in all philosophical approaches, and the so-called structuralist view of theories in one that was established in the 20th century. In this paper we present a “fuzzy extension” of this view on scientific research. For this scientific work in progress we show that the “fuzzy structuralist approach” can be fruitful to interpret quantum mechanics and evolutionary biology.

Keywords: Fuzzy Sets, Computational Theory of Perceptions, Philosophy of Science.

1 Introduction

In this Introduction, to deal with basic definitions of basic terms, why not use WIKIPEDIA? – What is Science? – WIKIPEDIA’s article “history of science” explains: “Science is a body of empirical and theoretical knowledge, produced by a global community of researchers, making use of specific techniques for the observation and explanation of real phenomena, this te\textit{chn}e summed up under the banner of \textit{scientific method}.” [1] Here we notice that science and technology have a close connection and we can find many examples for interactions of science and technology in its history.

The mathematical theory of fuzzy sets is very young compared to others e.g. calculus, group theory, topology, and probability theory, and we know that fuzzy sets became well-known because of the enormous large number of application systems the field of applications in industry, economy and other areas since the first fuzzy steam engine that was conceptualized by Sedrak Assilian and Ebrahim Mamdani in the 1970s [2]. Nevertheless, the theory of fuzzy sets has also a great theoretical potential: this consists – in my point of view – a new interpretation of the scientific process using fuzzy sets. In the paper at hand we will have a look on both sciences – the body of empirical and theoretical knowledge – and scientists – members of the community of researchers who observe real phenomena and produce scientific theories – the protagonists in the process of knowledge production.

Since Galileo and Descartes science is extensively mathematical. Results of measurements, natural laws and scientific theories have got mathematical expressions, “the book of nature is written in the language of mathematics” and the scientific method incorporates its rigor.

One of the earliest areas of mathematics is computing. – What is computing? – WIKIPEDIA explains: “Originally, the word \textit{computing} was synonymous with counting and calculating, and a science and technology that deal with the original sense of computing mathematical calculations.” [3]

“Calculations” explains WIKIPEDIA as follows: “A \textit{calculation} is a deliberate process for transforming one or more inputs into one or more results.” [4]
In most cases inputs and outputs of mathematical computing are numbers: “A number is an abstract idea used in counting and measuring” as WIKIPEDIA explains. [5]

Computing with numbers was and is very successful in and also for the development of modern science but at the end of the 20th century Lotfi A. Zadeh proposed to compute with very different objects and in his first AI Magazine-article in the year 2001, A New Direction in AI. Toward a Computational Theory of Perceptions [6] he assumed “that progress has been, and continues to be, slow in those areas where a methodology is needed in which the objects of computation are perceptions—perceptions of time, distance, form, and other attributes of physical and mental objects.” ([6], p. 73)

Already in 1996 he had published the article Fuzzy Logic = Computing with Words [8] where he proposed a method for reasoning and computing with words based on the theory of fuzzy sets instead of exact computing with numbers. He argued that “the main contribution of fuzzy logic is a methodology for computing with words. No other methodology serves this purpose.” ([7], p. 103.)

“A word is a unit of language that carries meaning and consists of one or more morphemes which are linked more or less tightly together, and has a phonetical value.” That’s the explanation of WIKIPEDIA [8] and here is, what we reads about “meaning”: “In linguistics, meaning is the content carried by the words or signs exchanged by people when communicating through language. Restated, the communication of meaning is the purpose and function of language. A communicated meaning will (more or less accurately) replicate between individuals either a direct perception or some sentient derivation thereof. Meanings may take many forms, such as evoking a certain idea, or denoting a certain real-world entity.” [10]

About the concept of perceptions WIKIPEDIA says: “In psychology and the cognitive sciences, perception is the process of acquiring, interpreting, selecting, and organizing sensory information.” [11]

Sensory information flows in our brain. We do not understand totally how the brain can analyze these sensations that may come from our five traditional senses – sight, audition, touch, taste, and smell – or others e.g. pain, heat, cold, gravitation, etc. and we do not know how the brain transforms this information into perceptions – it seems to be an active and constructive transformation, i.e. the brain is building and interpreting the sensory inputs and perceptions are this transformation’s output. There are many examples that identical sensory inputs can result in different outputs. In these well-known examples we can perceive two perceptions that are contained in the painting and then we can swap between them.

“Humans have a remarkable capability to perform a wide variety of physical and mental tasks without any measurements and any computations. Everyday examples of such tasks are parking a car, driving in city traffic, playing golf, cooking a meal, and summarizing a story. In performing such tasks, for example, driving in city traffic, humans base whatever decisions have to be made on information that, for the most part, is perception, rather than measurement, based. The computational theory of perceptions (CTP), which is outlined in this article, is inspired by the remarkable human capability to operate on, and reason with, perception-based information.” This is a section in Zadeh’s article [6]. Here and in his 1999 article From Computing with Numbers to Computing with Words – From Manipulation of Measurements to Manipulation of Perceptions [11], he pointed out that 1) measurements can be represented or manipulated by numbers, 2) we are able to represent or manipulate perceptions with words.

As we saw already, fuzzy logic (FL) is a methodology for CW and now Zadeh stated “CW provides a methodology for what may be called a computational theory of perceptions (CTP).” ([11], p. 108.) Therefore we have a methodology hierarchy (fig. 1):

Figure 1: Zadeh’s “methodology hierarchy”.

Let’s abandon WIKIPEDIA. Let’s use Zadeh’s methodology hierarchy in philosophy of science.
2 Philosophy of Science

Philosophy of science is the branch in philosophy that reflects the basis of science, their assumptions and implications, their methods and results, their theories and experiments. There are various scientific disciplines and therefore it is understood that we can distinguish between the philosophy of astronomy and physics, chemistry, and other empirical sciences, and we can also be interested in philosophies of social sciences and the humanities. However, these differing philosophies of scientific disciplines arose in differing historical periods and the earliest philosophical reflections on modern science started with theories and experiments in mechanics in the 17th century. Two main views in philosophy of science arose in about the same period: The philosophical view of rationalism came to fundamental, logical and theoretical investigations using logics and mathematics to formulate axioms and laws whereas the view of empiricism was an is to have experiments to find or prove or refute natural laws. In both directions – from experimental results to theoretical laws or from theoretical laws to experimental proves or refutations – scientists have to bridge the gap that separates theory and practice in science.

From the empiricist point of view the source of our knowledge is sense experience. The English philosopher John Locke (1632-1704) used the analogy of the mind of a newborn as a “tabula rasa” that will be written by the sensual perceptions the baby has later. In Locke’s opinion this perceptions provide information about the physical world. Locke’s view is called “material empiricism” whereas the so called idealistic empiricism was hold by George Berkeley (1684-1753) and David Hume (1711-1776), an Irish and a Scottish philosopher: there exists no material world, only the perceptions are real.

This epistemological dispute is of great interest for historians of science but it is ongoing till this day and therefore it is of great interest for today’s philosophers of science, too. Searching a bridge over the gap between rationalism and empiricism is a slow-burning stove in the history of philosophy of science.

Two trends in obtaining systematic rational reconstructions of empirical theories can be found in the philosophy of science in the latter half of the 20th century: the Carnap approach and the Suppes approach (named after the German-US-American philosopher Rudolf Carnap (1891-1970) and the US-American philosopher Patrick Suppes (born 1922)). In both approaches, the first step consists of an axiomatization that intends to determine the mathematical structure of the theory in question. The difference of these views can be found in the way this task is performed. Rudolf Carnap was firmly convinced that only formal languages can provide the suitable tools to achieve the desired precision. Consequently the Carnap approach says that a theory has to be axiomatized within a formal language.

On the other hand, the Suppes approach uses informal logic and informal set theory. Thus, in this approach, one is able to axiomatize physical theories in a precise way without recourse to formal languages. This approach traces back to the proposal of Suppes in the 1950s to include the axiomatization of empirical theories of science in the metamathematical program of the French group “Bourbaki” [13]. The Suppes approach is the basis of what is called today the structuralist view in philosophy of science.

In the 1970s, the US-American physicist and philosopher Joseph D. Sneed developed informal semantics meant to consider not only mathematical aspects, but also application subjects of scientific theories in this framework, based on this method. In his book The Logical Structure of Mathematical Physics [14], Sneed presents this view as stating that all empirical claims of physical theories have the form “x is an S” where “is an S” is a set-theoretical predicate (e.g., “x is a classical particle mechanics”). Every physical system that fulfills this predicate is called a model of the theory. To give concrete examples, the class M of a theory’s models is characterized by empirical laws that consist of conditions governing the connection of the components of physical systems. Therefore, we have models of a scientific theory, and by removing their empirical laws, we get the class M_p of so-called potential models of the theory. Potential models of an empirical theory consist of theoretical terms, i.e., observables with values that can be measured in accordance with the theory. This connection between theory and empiricism is the basis of the philosophical “problem of theoretical terms”.

If we remove the theoretical terms of a theory in its potential models, we get structures that are to be treated on a purely empirical layer; we call the class M_p of these structures of a scientific theory its “par-
tial potential models.” Finally, every physical theory has a class $I$ of intended systems (or applications) and, of course, different intended systems of a theory may partially overlap. This means that there is a class $C$ of constraints that produces cross connections between the overlapping intended systems. In brief, this structuralist view of scientific theories regards the core $K$ of a theory as a quadruple $K = \langle M_p, M_{pp}, M, C \rangle$. This core can be supplemented by the class $I$ of intended applications of the theory $T = \langle K, I \rangle$. To make it clear that this concept reflects both sides of scientific theories, these classes of $K$ and $I$ are shown in figure 3. Thus we notice that $M_{pp}$ and $I$ are entities of an empirical layer whereas $M_p$ and $M_{pp}$ are structures in a theoretical layer of the schema. In the next section we will extend this structuralist view of theories by fuzzy sets and fuzzy relations to represent perceptions as important components in the interpretation of scientific theories.

3 Fuzzy Structuralism

Our modification of this approach pertains to the empirical layer in figure 2. Now, we will distinguish between real systems and phenomena at the one hand and perceptions of these entities at the other hand. Thus we introduce a lower layer – the real layer – and we rename our former empirical layer into “fuzzy layer” because the partial potential models and intended systems are not real systems because they have got a minimal structure by the scientist’s observation. They are perception-based systems and therefore we have to distinguish them from real systems and phenomena that have no structure before someone imposes it them.

The layer of perceptions lies between the layer of real systems and phenomena and the layer of theoretical structures. According to Zadeh’s Computational Theory of Perceptions (CTP) we represent perceptions in this intermediate layer as fuzzy sets. Whereas measurements are crisp perceptions are fuzzy, and because of the resolutions of our sense organs (e.g. aligning discrimination of the eye) perceptions are also granular, as Zadeh wrote in the AI Magazine in 2001: „perceptions, in general, are both fuzzy and granular or, for short $f$-granular [6]. Figure 3 shows Zadehs confrontation of crisp ($C$) and fuzzy ($F$) granulation of a linguistic variable.

When Zadeh established the CTP on the basis of Computing with Words (CW) that in turn bases on his theory of fuzzy sets and systems, he believed devoutly that these methodologies will get a certain place in science: “In coming years, computing with words and perceptions is likely to emerge as an important direction in science and technology” [7]. To take Zadeh at his word we establish his methodologies of fuzzy sets, computing with words and perceptions in our structuralist approach in philosophy of science. As aforementioned we introduce a fuzzy-layer of perceptions between the empirical layer of real systems and phenomena and the theoretical layer where we have the structures of models and potential models. Thus the relationship from real systems and theoretical structures has two parts: fuzzification and defuzzification.

- **Fuzzification: From Phenomena to Perceptions:**

Measurements are crisp and perceptions are fuzzy and granular. To represent perceptions we use fuzzy
sets, e. g. $A^f$, $B^f$, $C^f$, ... It is also possible that a scientist perceives not only single but interlinked phenomena, e.g. two entities move similarly or inversely, or something is faster or slower than the other, or it is more bright or dark, or it smells analogue etc. Such relationships can be characterized by fuzzy-relations $f^F$, $g^F$, $h^F$, ....

- **Defuzzification:** From Perceptions to Models:
  “Measure what is measurable and make measurable what is not so.” is a sentence imputed to Galileo. In modern scientific theories this is the way to come from perceptions to measurements resp. quantities to be measured. We interpret this transfer as a defuzzification from perceptions represented by fuzzy sets $A^F$, $B^F$, $C^F$, ... and relations between perceptions represented by fuzzy relations $f^F$, $g^F$, $h^F$, ... to ordinary (crisp) sets $A^C$, $B^C$, $C^C$, ... and relations $f^C$, $g^C$, $h^C$, ... These sets and relations are basic entities to construct (potential) models of a scientific theory in the theoretical layer.

- **Theoretization:** From Phenomena to Perceptions
  The composition of fuzzification and defuzzification yields the operation of a relationship $T$ that can be named as **theoretization**, because it transfers phenomena and systems in the real (or empirical) layer into structures in the theoretical layer (fig. 4).

![Figure 4: Empirical, fuzzy, and theoretical layer of crisp and fuzzy structures in scientific research.](image)

In the structuralist view of theories the concept of theoretization is defined as an intertheoretic relation, i.e. a set theoretical relation between two theories $T$ and $T'$. This theoretization relation exists if $T'$ results from $T$ by adding new theoretical terms and introduction of new laws that connect the former theoretical terms of theory $T$ with this new theoretical terms in theory $T'$.

Successive adding of new theoretical terms establishes a hierarchy of theories and a comparative concept of theoriticity. In this manner the space-time theory arose from the euclidean geometry by adding the term „time“ to the term „length“, and from classical space-time-theory we get classical kinematics by adding the term „velocity“. Classical kinematics turns to classical (Newtonian) mechanics by additional introduction of the terms „force“ and „mass“.

- The old theory $T$ is covered with a new theoretical layer by the new theory $T'$.
- $T$-theoretical terms are not $T'$-theoretical but $T'$-non-theoretical terms and reciprocally they may not be some of the $T$-non-theoretical terms. The old theory must not change by the new theory in any way!
- In this hierarchy it holds that the higher in the hierarchy the more theoretical terms exist and the lower layers are characterized by the non-theoretical basic of the theory.

What happens in the lowest layer of this hierarchy? – Here exists a theory $T$ with theoretical terms and relations but it is not a theoretization of another theory. This theory $T$ covers phenomena and intended systems initially with theoretical terms. This is an initial theoretization because the $T$-theoretical terms are the only theoretical terms in this situation. They have been derived directly as measurements from observed phenomena. This derivation has got the name theoretization in the last section and it is a serial connection of fuzzification and defuzzification.

### 4 Fuzzy Structuralist Views on Scientific Disciplines

In this section we present two examples of new scientific theories in the 20th and in the 19th century in physics and in biology: quantum mechanics and evolutionism. Both theories have been established because previous theories did not provide the appropriate tool to explain new phenomena that have been observed in experiments or in nature.
4.1 The Case of Quantum Mechanics

The scientific revolution of quantum mechanics led to a new mathematical conceptual basis in physics concerning subatomic systems. Whereas in classical theories, the state of a system is represented by observables (e.g., position and momentum in the case of Newton’s particle mechanics) that relate to human perception, states in quantum mechanics are not.

In classical physics we can observe these classical variables in experiments with classical systems. But quantum mechanical systems are not particles. The German physicist Werner Heisenberg (1901-1976), the Danish physicist Niels Bohr (1885-1962), and others introduced new theoretical systems (quanta) into the new quantum mechanics theory that differ significantly from those of classical physics. To determine the state of a quantum is much more difficult than to determine that of classical systems, as we cannot measure sharp values for all required variables simultaneously. This is the meaning of Heisenberg’s uncertainty principle. We can experiment with a quantum in order to measure a position value, and we can also experiment with a quantum in order to measure a momentum value. However, we cannot conduct both experiments simultaneously and thus are not able to get both values for the same point in time respectively. Nonetheless, we can predict these values as outcomes of experiments at this point in time. Since predictions are targeted on future events, we cannot give them the logical values “true” or “false,” but must assign them probabilities.

To determine the state of a quantum, we have to modify the classical concept: analogous to the state of classical systems, the state of a quantum mechanical system consists of all the probability distributions of all the system’s properties that are formally possible in this physical theory. In classical physics the probability distributions for the observables position and momentum and all the other formally possible properties are marginal probability distributions of the unique probability distribution of the system’s state. In quantum mechanics, however, there is no probability distribution that would be the meeting point of all probability distributions of all observables: in accordance with the uncertainty principle, not all of them are compatible.

In 1926, the German physicist Max Born (1882-1970) proposed an interpretation of the non-classical peculiarity of quantum mechanics, namely that the quantum mechanical wave function is a “probability-amplitude” [14]. This means that the absolute square of its value equals the probability of its having a certain position or a certain momentum if we measure the position or momentum respectively. Thus, the absolute square of the quantum mechanical state function equals the probability density function of its having a certain position or a certain momentum in the position or momentum representation of the wave function respectively. But there is no joint probability for the event in which both variables have a certain value, as there is no classical probability space (no Boolean algebra) that comprises these events.

In 1932, the Hungarian mathematician John von Neumann published the Mathematical Foundations of Quantum Mechanics [15], in which he defined the quantum mechanical probability amplitude as a one-dimensional subspace of an abstract Hilbert space, which is defined as the state function of a quantum. There are varying representations of a quantum’s state, e.g., the “position picture” and the “momentum picture.” These representations are complementary, which means that a subatomic system cannot be presented in both classical pictures at the same time.

Figure 5 illustrates this case example of the fuzzy structuralist view in philosophy of science: A physician experiments with real subatomic systems or phenomena. He measures or predicts probability distributions of position- or momentum values. With these observable values he represents the quantum in the position or momentum picture with probability amplitudes $\psi(x,t)$ or $\psi(p,t)$ – we interpreted this process as fuzzification because quanta don’t have position and momentum. The abstraction process from these classical pictures to get an abstract Hilbert space element $\psi$ that representing the quantum theoretical state of the quantum, we interpret as defuzzification. The composition of these both processes is the quantum mechanical theoretization.
4.2 The Case of Evolutionary Biology

In the last third of the 20th century and in our first years of the 21st century biology is the leading scientific discipline. One of the most important researchers in this time and area was the evolutionary biologist and one of the architects of the synthetic theory of evolution, the German-US-American Ernst Mayr (1904-2005) who was also an important historian and philosopher of biology. What is biology? was the title of his last book, and therein he distinguished between two rather different fields, mechanistic or functional biology and historical biology. “Functional biology deals with the physiology of all activities of living organisms, particularly with all cellular processes, including those of the genome. These functional processes ultimately can be explained purely mechanistically by chemistry and physics.

The other branch of biology is historical biology. A knowledge of history is not needed for the explanation of a purely functional process. However, it is indispensable for the explanation of all aspects of the living world that involve the dimension of historical time – in other words, as we now know, all aspects dealing with evolution. This field is evolutionary biology.” ([16], p. 24)

Philosophy of science in the 20th century was based on exact sciences and especially on the new theories in physics (theory of relativity and quantum mechanics). Most philosophers of science in that century did have their background in physics but not in biology. There were only some scientists – and Mayr was one of them since the 1970s – who argued that we need a philosophy of modern biology that is different from philosophy of exact sciences and particularly Mayr emphasized this difference. E. g. in physics it is important to discover new facts or natural laws but in biology it is more important to develop new concepts and to round out concepts in being.

One reason for the missing of a philosophy of biology is that the basic principles of physics are simply not applicable to animate systems and another reason is that biology potentially bases on self-contained principles that are inapplicable to inanimate systems. The discovery of this difference in the basics of physics at the one hand and biology at the other hand was a fundamental intellectual revolution that began with Charles Darwin’s Origin of Species in 1859. Thereupon modern biology emerged as an autonomous scientific discipline and a restructuring of the philosophy of science was prepared. To establish a philosophy of modern biology it was necessary 1) to eliminate and replace the principles of exact sciences by principles pertinent to biology and 2) to add new basic biological principles. Mayr “found that biology, even enough it is a genuine science, has certain characteristics not found in other sciences.” ([16], p. 4)

Among others he referred to the following:

… unsharp separation of classes of phenomena:
“The seemingly endless variety of phenomena, it was said, actually consisted of a limited number of natural kinds (essences or types), each forming a class. The members of each class were thought to be identical, constant, and sharply separated from the members of any other essence. Therefore variation was nonessential and accidental. […] Typological thinking, therefore, is unable to accommodate variation ad has given rise to a misleading conception of human race. Caucasians, Africans, Asians, and Inuits are types for a typologist that differ conspicuously from other human ethnic groups and are sharply separated from them. This mode of thinking leads to racism. Darwin completely rejected typological thinking and instead used an entirely different concept, now called population thinking” […]. ([16], p. 27)

… variation or chance events:
“One of the consequences of the acceptance of deterministic Newtonian laws was that it left no room for variation or chance events. […] The refutation of strict determinism and of the possibility of absolute prediction freed the way for the study of variation and of chance phenomena, so important in biology.” ([16], p. 27)

… missing strict regularities:
“The philosophers of logical positivism, and indeed all philosophers with a background in physics and mathematics, base their theories on natural laws and such theories are therefore usually strictly deterministic. In biology there are also regularities, but various authors […] severely questions whether these are the same as the natural laws of the physical sciences. There is no consensus yet in the answer to this controversy. Laws certainly play a rather small role in theory construction in biology.” ([16], p. 28)

In the times before the last decades in the 20th century these characteristics have got probabilistic for-
mulations, but we think that this is the wrong way to get fruitful solutions in the philosophy of biology. Physics concern the inanimate world with many indistinguishable objects and therefore it can be meaningful to argue with probabilities but: “In a biopopulation, by contrast, every individual is unique, while the statistical mean value of a population is an abstraction.” ([16], p. 29) Because biological systems are high complex Mayr concluded: “Population thinking and populations are not laws but concepts. It is one of the most fundamental differences between biology and the so called exact sciences that in biology theories usually are based on concepts while in the physical sciences they are based on natural laws. Examples of concepts that became important bases of theories in various branches of biology are territory, female choice, sexual selection, resource, and geographic isolation. And even though, through appropriate rewording, some of these concepts can be phrased as laws, they are something entirely different from the Newtonian natural laws. ([16], p. 30)

Obviously we can consider these concepts with our fuzzy glasses and may be this is a good way to get interesting results in philosophy of biology. This means that the difference between the exact sciences and the life sciences is manifest in the missing exact structures of biological theories in the theoretical layer of sciences. Until today there is no part of defuzzification of a biological theoretization process and therefore no exact theory of evolution (fig. 6).

![Fuzzification to evolutionary concepts](image)

Figure 6: Fuzzification to evolutionary concepts.

5 Conclusion

The Computational Theory of Perceptions is an appropriate methodology to represent what happens in scientific research to bridge the gap between empirical observations and the abstract construction of theoretical structures. In the structuralist view of theories there is an empirical layer of real phenomena and systems that have some minimal structure and a theoretical layer of potential models and models that are full structured entities. But there is no representa-

![fuzzy structur](image)

tion of the scientist’s perceptions. The modified view on the structuralist approach that is presented in this paper is scientific work in progress. This fuzzy structuralist view may open up a fruitful way to understand scientific research.
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Abstract
Dealing with notions of health, illness and disease contains dealing with fuzziness. As the paper will demonstrate, states of these notions do not only exist or not exist. The medical philosopher and physician Sadegh-Zadeh introduced the notions of fuzzy health, fuzzy illness and fuzzy disease. A closer look will be taken on the concept of fuzzy disease. Because there are different possibilities to interpret the concept of disease, amongst others by linguistic and social backgrounds, Sadegh Zadeh introduced potential candidates: complex „human conditions”. Afterwards, fuzzifications of life sciences will be extended and the fuzzification of the genome, including two approaches that deal with this theme, will be discussed.
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1 Introduction
Health, Illness and Disease are notions originated in the theory of medicine that can’t be defined in classical logic. Therefore, Kazem Sadegh-Zadeh, a doctor and philosopher in medicine, has been discussing the meaning of these notions since the 1980s in a new way. To illustrate his ideas, he chose the fuzzy-theoretical way. ([1], p. 607):

- “health is a matter of degree,
- illness is a matter of degree,
- and disease is a matter of degree.”

In 1982, within the framework of a conference of medicine and philosophy, he blurred the notion of patienthood (being afflicted by a malady) as a new notion in the theory of medicine “of which the notion of health will be the additive inverse in the following sense:

Health = 1 – patienthood” [2].

Figure 1: Kazem Sadegh-Zadeh

In 2000 Sadegh-Zadeh presented a concept based on the Fuzzy Set Theory. In his article “Fuzzy Health, Illness and Disease” [1] he fuzzified the notions “Health”, “Illness” and “Disease” and in doing so, he expanded their meanings. Particularly, he paid attention to the notion of fuzzy disease, of which the interpretation and definition proves to be very complex.

In this paper, after a short summary about this medical theoretical concept of fuzzy disease another approach of Sadegh-Zadeh, “Fuzzy genomes” [14], will be adduced. In this latter approach, the literally notions will be taken slightly into the background and the interpretation of diseases through their genomes will give the structural definition of disease. Because the definition of genes or genomes is not obvious, some basics will be described. Finally, another approach about the fuzzy concept of genes that bases in many aspects on the theory of Kazem Sadegh-Zadeh will be presented shortly.
2 Disease and Fuzzy Disease

Apparently, humans have thought about the existence of disease since humans are thinking. Many points in the bible refer to diseases that are linked with unbelief and punishment.

According to Karl Eduard Rothschuh (1908-1984), the well-known German physician and historian of medicine, this metaphysical interpretation of disease is still in the human’s consciousness. Amongst this view, Rothschuh also mentioned a model of disease in association with philosophy. [3] Nevertheless, this view remained much generalized and interpreting the disease as a phenomenon or a “matter of evil” can’t be considered satisfactory. So, Rothschuh introduced his third model of disease: The disease as a naturalistic model.

Thus, disease can be described in two ways. Firstly, disease is treated as a real entity. In compliance with this view, disease has an autonomous existence and has its roots in something like a seed. The disease grows like plants grow and this kind of growing can be regarded as the clinical tenor of a disease. The second naturalistic view regards the disease as a consequence of a disorganization of the organism and the organism’s functional and structural components.

Similar to these models, respectively interpretations, Sadegh-Zadeh combined the notions of disease. By observing linguistic and social backgrounds, he introduced potential candidates for disease – complex “human conditions” like heart attack, apoplexia, cancer, etc.

A declaration like “heart attack is a disease” is well known in common language use. Other conditions, known in society as diseases, are now taken to approximate the notion of disease. These conditions do not merely arise from the biological state of the body. They may, as well, be described as large fuzzy sets which contain many different aspects of the sick person’s environment, including religion and society.

Conditions which can be described as “pain”, “distress” or “feeling of loneliness” may also be considered as aspects.

To define a definition as a whole one has to take a set of human conditions \(D\) with its corresponding criteria \(C\) into account. Following rules are established:

- Every element that is member of the basic set \(\{D_1, D_2, \ldots, D_n\}\) is a disease and
- Every element that is similar to a disease with respect to the criteria \(\{C_1, C_2, \ldots, C_m\}\) is a disease.

The first declaration seems to be clear. However, the second declaration poses a problem, because similarity has to be described. For this reason, the fuzzy set difference of two fuzzy sets \(A\) and \(B\) – \(\text{differ}(A, B)\) – is introduced as a starting point, which is calculated as follows:

\[
\text{differ}(A, B) = \frac{\sum_{x \in A \cup B} \max(0, \mu_A(x) - \mu_B(x)) + \sum_{x \in A \cap B} \max(0, \mu_A(x) - \mu_B(x))}{C}
\]

\(C\), given in the denominator, is the sum of the membership values of the corresponding fuzzy set (fuzzy set count). For instance, there is a fuzzy set \(X\) with \(X = \{(x, 0.6), (y, 0.9)\}\), \(c(X)\) will be calculated as: \(0.6 + 0.9 = 1.5\).

Back to fuzzy difference: Let’s assume that there is a fuzzy set \(Y\) with \(Y = \{(x, 0.7), (y, 0.4)\}\). Fuzzy-difference \(\text{differ}(X, Y)\) is calculated as

\[
\frac{(0+0.5)+0.1+0}{1.6} = 0.375
\]

\(X\) differs from \(Y\) to a degree of 0.375.

Similarity of two fuzzy sets is resulted from the inversion of fuzzy difference. According to the example above, similarity would be given as: \(1 – 0.375 = 0.625\).

In order to avoid comparing apples and oranges, descriptions of similarity should be reduced to assimilable subsets. For example, one raises the question how similar are the two diseases \(D_i\) and \(D_j\) considering a few criteria \(\{C_1, C_2, \ldots, C_m\}\).

Let’s assume \(A\) to be a fuzzy set of arbitrary dimension and \(X\) as a part of this set; so \(A \cap X\). Human conditions, like heart attack and stomach ulcer, can be arranged according to their assimilable criteria \(\{C_1, C_2, \ldots, C_n\}\):

- heart_attack: \(\{(C_1, a_1), (C_2, a_2), \ldots, (C_m, a_m)\}\)
- stomach_ulcer: \(\{(C_1, b_1), (C_2, b_2), \ldots, (C_m, b_m)\}\)
- heart_attack: \(\{(\text{bodily lesion}, 1), (\text{pain}, 0.7), (\text{distress}, 0.8)\}\)
- stomach_ulcer: \(\{(\text{bodily lesion}, 1), (\text{pain}, 0.3), (\text{distress}, 0.5)\}\)
To calculate similarities between fuzzy sets, the following theorem is used:

\[ \text{Theorem: similar}(A, B) = \frac{c(A \cap B)}{c(A \cup B)} \]

Similar comparisons include several degrees of partial (p) similarity, symbolized as \( p\)-similar\( (A \setminus X, B \setminus Y) \), under the terms of the following definition:

\[ p\text{-similar} \ (A \setminus X, B \setminus Y) = r \], if similar \( (X, Y) = r \).

According to the example above and using the theorem above, this would mean:

\[ p\text{-similar} \ (\text{heart_attack} \setminus X, \text{stomach_ulcer} \setminus Y) = 0.72 \]

Assuming that \( \{D_1, ..., D_n\} \) would be a small set of human conditions, because of a set of criteria \( \{C_1, ..., C_n\} \) which these conditions have in common. Each of these conditions is interpreted in a certain society as a disease.

For this society there is an agreement of degree \( \varepsilon \) of partial similarity. This degree is a pillar of this society’s notion of disease:

- Every element in the basic set \( \{D_1, ..., D_n\} \) is a disease
- A human condition \( H \setminus X \) is a disease, if there is a disease \( D \setminus Y \in \{D_1, ..., D_n\} \) and there is a \( \varepsilon > 0 \), so that \( p\text{-similar} \ (H \setminus X, D \setminus Y) \geq \varepsilon \)

Granted, that there is the criteria set heart_attack\( \setminus \{(C_1, 1), (C_2, 0.7), (C_3, 0.8)\} \) as an element in basic set \( \{D_1, ..., D_n\} \) and therefore a disease by definition.

The question of whether something that is not contained in basic set \( \{D_1, ..., D_n\} \), like haemorrhoids, could be identified as a disease is decided by the degree \( \varepsilon \) of partial similarity.

For example, \( \varepsilon = 0.6 \) is asked and there is a human condition like: haemorrhoids\( \setminus \{(C_1, 0.9), (C_2, 0.2), (C_3, 0.55)\} \), the result is:

\[ p\text{-similar} \ (\text{haemorrhoids} \setminus X, \text{heart_attack} \setminus Y) = 0.66. \]

Since \( 0.66 > 0.6 \) haemorrhoids can be described as disease.

According to this definition a proper choice of \( \varepsilon \) is essential: The smaller the \( \varepsilon \) that is chosen, the more diseases will exist and vice versa.

However, the value of \( \varepsilon \) is not chosen by the doctor, but by society.

Anyway, this notion of disease is a notion that can be comprised in binary logic, because there is made an explicit difference between states that are consistent with a disease and states that are not. Therefore, Sadegh-Zadeh expands this notion of disease to a notion of “disease to a certain degree”. This can be achieved by the definition as follows:

Let’s assume \( \mathcal{H} \) to be a small set of human conditions. A fuzzy set \( \mathcal{D} \) over \( \mathcal{H} \) is considered as a set of diseases only if there is a subset \( \{D_1, ..., D_n\} \) of \( \mathcal{H} \) and there is a function \( \mu_\mathcal{D} \), so that:

\[ \mu_\mathcal{D} : \mathcal{H} \to [0,1] \]

- 1, if \( H \setminus X \in \{D_1, ..., D_n\} \), called prototype disease
- \( \varepsilon \), if there is a prototype disease \( H_j \setminus Y \) with \( p\text{-similar} \ (H_i \setminus X, H_j \setminus Y) = \varepsilon \), and there is no prototype disease \( H_k \setminus Z \) with \( p\text{-similar} \ (H_i \setminus X, H_k \setminus Z) > \varepsilon \) and \( \mathcal{D} = \{(H_i, \mu_\mathcal{D}(H_i)) \mid H_i \in \mathcal{H}\} \).

In this expanded definition a fuzzy set of following kind is created:

\[ \mathcal{D} = \{(D_1, \mu_\mathcal{D}(D_1)), ..., (D_n, \mu_\mathcal{D}(D_n))\} \]

which consists of individual archetypes of diseases, which are all members of the set \( \mathcal{D} \) to different degrees.

The membership-degree \( \mu_\mathcal{D}(D_i) \) is of interval \([0,1]\).

These new findings are now applied to the example of haemorrhoids:

- haemorrhoids\( \setminus \{(C_1, 0.9), (C_2, 0.2), (C_3, 0.55)\} \).

These criteria are compared with a prototype disease. The already known set heart_attack is called into the equation: heart_attack\( \setminus \{(C_1, 1), (C_2, 0.7), (C_3, 0.8)\} \).

Drawing a comparison shows that haemorrhoids may be considered as a disease to a degree of 0.66.

Accepting another individual with another set, haemorrhoids\( \setminus \{(C_1, 0.2), (C_2, 0.1), (C_3, 0.1)\} \), and taking this individual in comparison to heart_attack would result in a membership of degree 0.16 to the set of diseases. From this, we conclude that a person may have a disease to a certain degree and that this person may have no disease to a certain degree at the same time. [1]
To demonstrate Sadegh-Zadeh’s ideas of the fuzzy-disease, we implemented a computer program that we already presented in an earlier paper. [4]

By making requests of membership degrees of certain symptoms, similarities to existing diseases that are stored in a database are calculated and decisions will be made on whether an entered group of symptoms provides an indication of the existence of a disease.

The preset $\varepsilon$-value is compared with the reference value, the highest value of similarity (listed at the top of the table of similarities). If the value of $\varepsilon$ is higher than the reference value or is equal to this value, at least, the conclusion is drawn that the given group of symptoms can be treated as a disease to an extent of the degree $\varepsilon$.

An organism’s attributes, that can be measured, e.g. by determine the temperature of the body, or viewed, e.g. “wheals”, are called phenotypes. [5]

So far, by indicating different symptoms, we discussed the phenotype attributes of a disease. Now, our point of interest will be the cause and the roots of a disease.

According to the director of the National Institute of Environmental Health Sciences Kenneth Olden “diseases are caused by multi-factorial interactions of genes and environment”. [6]

Let’s conjure up the definition of diseases that Rothschuh claimed: Diseases are based on seeds. One may assume that seeds grow better if there is a fertilizer and if seeds are planted in a convenient kind of ground. So, the fertilizer can be compared to the environmental influence and the ground, as a living material, can be compared with the human body and therefore his genes. Now, it is time for a ground survey – or rather a definition of genes.

3 Genes and Fuzzy Genes

In June 27, 1994, Bill Gates quoted in Business Week “The gene is by far the most sophisticated program around” and in the Stanford Encyclopedia of Philosophy H.-J. Rheinberger declared inter alia: “There has never been a generally accepted definition of the ‘gene’ in genetics. There exist several, different accounts of the historical development and diversification of the gene concept as well. Today, along with the completion of the human genome sequence and the beginning of what has been called the era of postgenomics, genetics is again experiencing a time of conceptual change, voices even being raised to abandon the concept of the gene altogether.” [7]

In this paper, the concept of genes will not be abandoned. Instead of that, we will keep in mind that the definition of the gene has always been changing according to newest findings in science and accept the definition of the gene, formulated by the Sequence Ontology Consortium as “a locatable region of genomic sequence, corresponding to a unit of inheritance, which is associated with regulatory regions, transcribed regions and/or other functional sequence regions”. According to Karen Eilbeck, a co-ordinator of the Sequence Ontology Consortium, it took 25 scientists nearly two days to reach this definition of a gene. [8]

The “locatable region of genomic sequence”, respective all the genetic instructions for the development and functioning of living organisms are contained within the DNA. [1] The DNA is a double helix and made from many units of nucleotides. A nucleotide consists of a base, a sugar and one or more phosphate groups.

In the DNA, the backbone consists of the phosphates and sugars and the purine and pyrimidine bases adenine (A), guanine (G), cytosine (C) and thymine (T) are inward-looking.

A segment of DNA may code a protein. The genetic code describes the relationship between the DNA sequence and the protein sequence. Only one of the two strands of the DNA codes the protein.

---

1 As an exception, one has to mention that there is a group of viruses that have RNA-genomes.
A coded DNA sequence consists of many codons, which are read from a certain starting point.

Every codon consists of three nucleotides and accords to one amino acid. Indeed, the DNA of a gene contains all the Information that is needed for synthesis of protein, but DNA isn't the direct matrice for its creation.

In fact, the genetic information of the DNA first has to be transcribed in the base sequence of a single-stranded ribonucleic acid – the RNA, which contains of the sugar ribose and the base uracil (U) instead of 2-deoxyribose and thymine. After other transformations, a working copy of the gene is achieved, called messenger-RNA (mRNA). This mRNA describes a transportable information system for the synthesis of a specific protein.

So far, we've described the genesis, the location and the composition of a gene. Now, the reader might be interested in the questions of “How many genes are in the individual's organism?”, respective “How to count bases?” and “How may one analyze given bases in order to recognize a disease?”.

According to Ernst Peter Fisher, who is professor of the history of science at the university of Constance, the concept of genes is fuzzy. As if one only takes the sequences of the genome into account, one also has to recognize that genes are fuzzy entities. There are sequences that overlap and that recur – from those sequences the membership to a specific gene is unclear and counting is only possible if there is a definition. Although there are problems in finding a precise definition and in giving an impression of the count of genes, definitions and the number of genes are still in the human’s point of interest in order to verify the gene predictions.

In 1995, Victor Velculescu developed a new technique called SAGE (serial analysis of gene expression). First, RNA molecules are isolated and then their sequence is copied transcribed to DNA. Finally, one receives a piece of 20 pairs of bases from this copy of DNA; with this piece the gene that is considered may be identified. To compare and to determine genes, one consults a database that stores information about already known sequences. The National Center for Biotechnology Information (NCBI) offers a database that stores a collection of all publicly available DNA sequences that can be drawn for comparisons.

Comparing sequences is a difficult task and there are many different methods that describe possibilities and algorithms. In public databases, genes are stored as well-defined, crisp sets of bases.

As already adumbrated, there are good reasons for considering the gene in a fuzzy-theoretical way.

In the article “Fuzzy Genomes”, Sadegh-Zadeh justifies the need of a fuzzy definition and shows a way of realization. Furthermore, he developed a method to compare these fuzzy genomes.

The last section of this paper deals with a short summary of Sadegh-Zadeh’s fuzzy genomes and another approach of sequence comparison by Angela Torres and Juan J. Nieto will be taken into contrast.

4 Fuzzy genomes and comparisons on base sequences – two approaches

Both theories that will be presented are based on a fuzzy-theoretical definition of the gene and particular attention is paid on the comparison in order to identify diseases.

4.1 Approach 1: Fuzzy genomes by Sadegh-Zadeh

Having analysed a human's germplasm, one has to decide if a given section of RNA is a disease, respectively, a special form of disease, such as HIV.

Decisions on these cases are made by comparing known sequences of diseases with the section of RNA. Therefore, Sadegh-Zadeh transforms DNA and RNA to fuzzy sets.

According to the “RNA alphabet” of the bases <U, C, A, G>, U could be written as 1000, because appearance of U is true and there is no C, no A and no G. C could be written as 0100, A as 0010, G as 0001. So, an RNA sequence UACUGU can be transformed into the following bit sequence: 100010001000010000011000.

This sequence has a length of 24 and can be represented in a 24-dimensional bit vector: (1, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0).

To combine all possible appearances of a character in the alphabet, Sadegh-Zadeh builds up a fuzzy-matrix. This matrix contains all bases, or rather every character of the RNA alphabet and its membership to a given base sequence.

Considering every single base when building up a matrix, there are two points of interest:

1) Where is the position of the base and
2) To what extent and accordingly to which membership are the bases given.

For example, there is a RNA sequence UAC. Thus, the sequence consists of three bases.

The corresponding fuzzy-matrix would be:

\[
\text{Fuzzy\_matrix\ (UAC) = }
\]
\[
< (\text{U in } 1, 1), (\text{C in } 1, 0), (\text{A in } 1, 0), (\text{G in } 1, 0) \\
(\text{U in } 2, 0), (\text{C in } 2, 0), (\text{A in } 2, 1), (\text{G in } 2, 0) \\
(\text{U in } 3, 0), (\text{C in } 3, 1), (\text{A in } 3, 0), (\text{G in } 3, 0)>
\]

An example, considering the first row: In UAC, U is at the first position. Therefore, U has membership 1, at position 1 (write U in 1, 1), there is no C at position 1, therefore C has membership 0 to the first position, the same with A and G.

One has to mention, that appearance or membership isn’t obliged to be either 1 or 0. Membership may accept every value between 0 and 1. This could be the case, if a base is defective and can’t be defined in one single class or there is uncertainty about the correct identification of a piece of a sequence.

Having a \((m \times n)\)-matrix, one may build up the corresponding \((m \times n)\)-vector with length \(n\) - thus, creating an \(n\)-dimensional vector.

Dealing with dimensions, Sadegh-Zadeh used the hypercube that was introduced into fuzzy set theory by Bart Kosko in [16].

For instance, there is a fuzzy set \(A\) with \(\{(x_1, a_1), \ldots, (x_n, a_n)\}\). This set has an \(n\)-dimensional vector \((a_1, \ldots, a_n)\) and its members are in \([0,1]\). Consequently, it is a point in an \(n\)-dimensional unit hypercube \([0,1]^n\). The \(n\) appearances of \(x_i\) are assigned to coordinates in the hypercube.

According to the ground set \(\Omega\) with \(n \geq 1\) members, the fuzzy powerset is given as \(F(2^\Omega)\). Hence, one builds up a hypercube with \(2^n\) corners.

If \(A\) consists of 3 members, one could display \(A\) in a 3-dimensional cube (with \(2^3=8\) corners).

For example, considering the fuzzy set \(A\) as \(\{(x_1, 0.5), (x_2, 0.4), (x_3, 0.7)\}\). According to the coordinate axes \(x_1, x_2, x_3\), \(A\) would be a point \((0.5, 0.4, 0.7)\) in the 3-dimensional hypercube.
This suggests that one calculates differences or similarities between ordered fuzzy sets: Differences and, consequently, similarities of two polynucleotides $A$ and $B$ may be calculated after the definition of the difference, already mentioned as:

$$\text{differ}(A, B) = \sum \max(0, \mu_A(x) - \mu_B(x)) + \sum \max(0, \mu_B(x) - \mu_A(x))$$

or as Hamming distances in the cube.

Analogous, similarity between sequences are calculated as the inverse of difference or as:

$$\text{similar}(A, B) = \frac{c(A \cap B)}{c(A \cup B)}$$

A degree that determines the vagueness of a set is referred to its fuzzy entropy, denoted as $ent$, so that the hypercube is mapped as follows:

$$ent : F(2^6) \rightarrow [0, 1]$$

Considering a set’s entropy, one is interested in determining the nearest and the farthest set.

Let's assume that there is a set $A = (0.2, 0.8, 0.6)$. Then the nearest and farthest sets are given as: $A_{\text{near}} = (0, 1, 1)$ and $A_{\text{far}} = (1, 0, 0)$.

According to the hypercube, there is always a nearest and a farthest vertex to $A$. Fuzzy entropy of any set $A$ is defined as the ratio of the Hamming distance from vertex $A_{\text{near}}$ to $A_{\text{far}}$:

$$ent(A) = \frac{l(A, A_{\text{near}})}{l(A, A_{\text{far}})}$$

Clarity, denoted as $\text{clar}(A)$, is defined as the opposite to fuzzy entropy:

$$\text{clar}(A) = 1 - ent(A)$$

At the edges, $\text{clar}(A) = 1$ and in the centre of the hypercube $\text{clar}(A) = 0$.

From that, we can follow that real, what means existing, polynucleotides like UAC has entropy of 0 and therefore clarity of 1, whereas a fuzzy polynucleotide is near and far from a real polynucleotide to a certain degree [14].

### 4.2 Approach 2: The fuzzy polynucleotide space: basic properties by Torres and Nieto

As this approach is partly similar to the approach that has been presented firstly, only the common bases and the differences will be described.

Torres’ and Nieto’s approach bases on Sadegh-Zadeh’s approach; a 12-dimensional hypercube and the RNA-Alphabet are also taken in consideration. The main difference between their theory and Sadegh-Zadeh’s theory results from the fact, that Torres and Nieto do not generalize the 12 dimension to $n$ dimensions. Instead of doing so, they leave at 12 dimensions and compare genes by frequency of occurrence of a certain base.

In a given sequence there are the four bases U, C, A, G and three of these bases build up a codon. A sequence is now characterized because of the frequency of every single base at any position in every codon.

For example, we consider a sequence as: UACUGA. The codons would be given as codon 1: UAC and codon 2: UGA. Considering U, we would conclude that U occurs at position 1 in codon 1 and also, U occurs at position 1 in codon 2. All in all, U occurs 2 times in the whole sequence at position 1. Thus, the fraction of U in the first base is calculated as $2/2 = 1 = 100\%$.

By applying this method to every base, $3*4 = 12$ fractions will be calculated, as there are 3 positions in a codon and 4 possible bases.

The following table shows a table of fractions of a sequence $S_1$ that would be given for example as: $S_1 = \text{CAUUGU}$

<table>
<thead>
<tr>
<th>Position</th>
<th>Count of nucleotides</th>
<th>Fractions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>U  C  A  G</td>
<td>U  C  A  G</td>
</tr>
<tr>
<td>1.</td>
<td>1  1  0  0</td>
<td>0.5  0.5  0  0</td>
</tr>
<tr>
<td>2.</td>
<td>0  0  1  1</td>
<td>0  0  0.5  0.5</td>
</tr>
<tr>
<td>3.</td>
<td>2  0  0  2</td>
<td>1  0  0  0</td>
</tr>
</tbody>
</table>

Table 1: Table of fractions of sequence CAUUGU.
After calculating fractions of a base, a vector of fractions with length = 12 remains and stands for the whole sequence. In the example above, the sequence $S_1$ with CAU UGU would result in a vector $V_1 = \{0.5, 0.5, 0, 0, 0, 0, 0.5, 0.5, 1, 0, 0, 0\}$.

In order to compare a sequence with another sequence, the sequences’ vectors of fractions are considered and the similarity between these sequences is calculated as:

$$sim(A, B) = c(A \lor B) / C$$

with

$$C = \left(\frac{a_1 + b_1}{2}, \ldots, \frac{a_n + b_n}{2}\right)$$

The difference between sequences is given as:

$$dif(A, B) = 1 - sim(A, B)$$

They conclude that:
- $sim(A, B) \neq similar(A, B)$ and
- $dif(A, B) \neq differ(A, B)$.

Every sequence of bases can be compared with every other sequence, by comparing the 12 fractions of the sequences, whether they are of the same length or not [15].
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Abstract

In spite of its successes as a tool in the field of engineering, fuzzy set theory has yet to achieve the universal footing that probability theory has across the various fields of mathematics, technology, philosophy and psychology. This paper sets out points of critique brought up regarding the fuzzy approach and seeks to analyze them, focusing on the question of whether anything that can be done about these matters. Do these criticisms have any practical relevance or any relevance with respect to the intended fields of usage. Do they or do they not diminish fuzzy logic's suitability as a theory of vagueness?
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1 Introduction

Since its initial presentation in 1965 by Lotfi A. Zadeh in his paper Fuzzy Sets [34], fuzzy set theory has successfully established itself as a useful tool in the field of engineering. Though its purpose and validity in any context were highly controversial in the early years, this initial criticism was defused by the practical success of fuzzy set theory, to a large degree under the name of "fuzzy logic." This began with Assilian's and Mamdani's steam engine in the 1970s [17] and has extended over an ever-expanding range of applications, from noodle cookers to washing machines, up to the present day. The history of fuzzy set theory's birth, development and progression has been documented by Rudolf Seising in his book The Fuzzification of Systems [26].

The acceptance of fuzzy logic as a technical tool, however, has not necessarily led to an acceptance of fuzzy set theory as a theory of vagueness, or as an instrument handling natural language - a matter over which there is a certain rift within the fuzzy community, which will be examined later.

In one of these groups - the so-called "technicians" - many might argue that these aims are not, never were, and never will be the intended domain of fuzzy logic. However, probability theory, dealing with a type of uncertainty orthogonal to fuzziness, has in its longer lifetime managed to become a principle that to a large degree is accepted as an integral part of almost every aspect of life. It has managed to establish itself as much more than "just a tool," while dealing with a concept (degrees of probability - "with a degree of likeliness of 0.5, Austria will beat Liechtenstein in the upcoming match") no less natural than that of fuzzy logic (degrees of applicability – "Italy played rather well in yesterday's match").

Many philosophers and psycho-linguists have argued and still argue that fuzzy logic must deal with some of these points in order to receive any recognition as a valuable theory in these respective fields. Among other things, this paper represents the starting point of an attempt to analyze how relevant the said points actually are, and whether it would be possible to overcome them or whether trying to solve these problems is basically an attempt to teach an elephant to fly.

The core of this project are fifteen questions formulated by Christian G. Fermüller of the Vienna University of Technology after he was involved in organizing and participating in, the Prague International Colloquium: Uncertainty - Reasoning about probability and vagueness in the Czech Republic in September 2006. The context of this conference was not that of a fuzzy conference, but of philosophy, and, in particular, the theory of vagueness. Consequently, these questions stem from a narrower context of fuzzy logic as a theory of vagueness - the decision to approach the fuzzy community with these questions led to some interesting and unexpected results.

The 15 questions attempt to summarize the points of
criticism and contempt encountered in and around the conference in Prague, among other places. Through international survey work and extensive participation from all over the world, it has been possible to formulate some examinations of the points brought up. Hopefully, further contributions will, in future, make a more extensive analysis of these points possible.

It should be noted that this paper does not attempt to question the feasibility of fuzzy logic in any of its present day applications or to disqualify fuzzy logic in general. If anything, it is an attempted defense of fuzzy logic against points brought up against it, as anything but a "useful tool", outside of the fuzzy community.

2 Fifteen Points of Critique - A Reference Table

The following table provides an overview of the questions that will be addressed individually in the next section.

A number of participants graded the severity of the points raised on a scale from 1 to 10, where 1 denoted that the respective question was a "very serious objection," and 10 denoted that the point raised was "not serious at all and/or completely irrelevant." An average of the evaluations of each point was computed. Also, a count was kept of how many participants had something specific to say about each question and considered it important enough to justify further contemplation.

At this point, this table can only serve as a reference. Possibly, with an increasing number of participants, it will eventually evolve into something resembling statistics.

3 Fifteen Points of Critique – The Questions, Analyses, Attempts at Answering Them

3.1 Improper Precision

What do truth values like 0.5476324 mean? How do we arrive at such values? Does FL provide any means to distinguish reasonable from unreasonable attributions of values? (A complete theory of vagueness should provide answers to such questions.)

In a fuzzy environment one can, in fact, encounter truth values of which the interpretation can be difficult, if the granularity of the application permits. In some simple cases, a numerical value other than 0 and 1 can have a meaning that could be considered straightforward – for example, when establishing a degree of applicability of the term "luminous" to a pixel in a grayscale bitmap image, allowing 256 different gray values, distributed at equal distances over the spectrum, assigning a pixel with the luminosity value 128 the fuzzy value 0.5 seems intuitive. With this same system, it is also possible to get more "complex" fuzzy values that still remain intuitive. For example, a luminosity value of 129 would, under linear mapping, lead to a fuzzy value of 0.50390625 (129/256) – a fuzzy value no less applicable than a probability value of the same sort.

However, when venturing out of this very narrow realm of very specific technical applications, the problem remains. What does it mean to say that Ginger loves Fred to a value of 0.5476324? Intuitively, colleagues agree, absolutely nothing. It can be seen as an abstraction of an actual value, such as any exact number will always be – a person listing his weight as 72 kilograms will rarely have this weight at any level of exactness. However, in the realm of real numbers, one can still determine what one is creating an abstraction from.

3.2 Linear Ordering of Truth Values

This seems to force one to judge the relative truth of intuitively incomparable statements, such as e.g., "John is tall" "Mary is rich," "Ginger loves Fred," etc. How can this be justified? (Note: it is insufficient to point out that algebraic models may also be non-linear. The deeper worry here is that this does not *explicitly* reflect the "incomparability" of at least
some vague propositions.)

One element of classical logics which is actually preserved in fuzzy logics is linearity – which can be described with the following axiom:

\[(a \rightarrow b) \vee (b \rightarrow a)\]

Given that the value of \(a\) is smaller or equal to the value of \(b\), any t-norm based fuzzy logic will compute \((a \rightarrow b)\) as 1. Thus, the content of this statement can be summarized as:

\[(\text{val}(a) \leq \text{val}(b)) \vee (\text{val}(b) \leq \text{val}(a))\]

The validity of this axiom in a fuzzy environment states that a linear ordering of fuzzy values is always legiti. However, a linear ordering of values might not be desired, though. Thus, this axiom does not seem to fit into a theory of vagueness in the eyes of many philosophers. If you cannot clearly accept or reject statements, how can you compare them? The issue is, thus, that the mathematical frameworks allow a comparison which does not seem natural or intuitive.

The consensus here seems to be that only due to both values in a comparison operating by the same system, and thus theoretically comparable, they are not necessarily comparable in context, even if the logical framework would allow it. Statements such as "John is taller than Bill is fat" are not answerable in terms of crisp numbers in natural language, even if both values are theoretically crisp.

However, within the realm of crisp numbers, comparison between incomparable statements would be comparing two values of different units with each other – something that does not happen in a fuzzy comparison. In a fuzzy comparison, both values have the same dimensionality of truth, which is noted as a dimensionless value on an interval stretching from 0 to 1. While one cannot compare inches with pounds, one should be able to compare two truth values, no matter where they came from. Under the same conditions, such comparisons are quite possible in probability – it is possible to evaluate statements such as "it is more likely that I will die in a plane crash than that I will win the lottery", also if the safety of my travels has no connection whatsoever with the results of a lottery. Nevertheless, the comparison is graspable here.

### 3.3 Truth Functionality

This seems to clash with many intuitions (see, e.g., D. Edgington for very explicit arguments against truth functional connectives applied to vague propositions [5]). In particular it is forcefully argued (by many experts) that the semantic status (truth value) of \(B\) given that both \(A\) and \(A \rightarrow B\) are "true to some intermediary degree" depends also on the "intentional relation between \(A\) and \(B\), not only on their respective truth values.

This problem, though avoided in some modal logics, is not unique to fuzzy logic. It is quite possible to create bogus implications which will, in spite of their abstract nature, still hold true when evaluated, also in a logic employing only crisp numbers. Saying that the moon being made of green cheese would cause pigs to fly, though clearly nonsense, would still evaluate as true – simply because the moon is not made of green cheese, and thus it is impossible to negate this statement. Lack of consideration of conditionality is, however, a problem encountered in most logics. It is, of course, a problem relevant to fuzzy logic. But it is not a problem of fuzzy logics or created by fuzzy logic.

The author was also informed that there are, in fact, non-functionally expressible theories of fuzzy sets, though they have not been practically applied up to now.

### 3.4 Higher Order Vagueness

Even if the truth values themselves are replaced by "fuzzy values" or something similar the problem does not disappear: – at some level (order) "improper precisions" must creep in for any formal fuzzy logic, – at every level (order) it remains unclear how we arrive at the corresponding "fuzzy truth value". (How should we distinguish between an artifact of the model and a "genuinely representing" property of truth values?)

This consideration might be judged to be related to Zadeh's type 2 fuzzy sets, recently presented and elaborated in Type-2 Fuzzy Sets Made Simple [18] by Jerry M. Mendel and Robert I. Bob John and Type-2 Fuzzy Sets: Some Questions and Answers [19] by Jerry M. Mendel. However, type 2 fuzzy sets deal with handling statistical uncertainty and varying degrees of applicability at the same time, while some people argue that the dimensionality fuzziness deals with has an infinite number of dimensions, and not just the one a fuzzy set deals with.

Dealing with higher order vagueness seems highly relevant to the "objective" of fuzzy set theory. However, the higher one goes with the vagueness considered, the more complex a model gets. And practically speaking, a certain degree of imprecision is generally accepted in order to keep the modeling simple, intuitive and graspable. Though type 2 fuzzy sets are superior in power, their complexity and their non-intuitive nature
has probably contributed to their having yet become an accepted standard.

Similarly, one could model a system with various levels of overlying uncertainty. However, in practice an engineer will at some point choose to "cut off" his measurements at a certain threshold at which viewing deeper into the problem handled is no longer relevant or necessary.

3.5 Different Truth Functions for Connectives

Where are the criteria that allow us to pick the right or best one? There seems to be a lack of arguments from "first principles".

It is, indeed, possible to compute the same connectives in various ways in fuzzy logic – a concept which in classical mathematics or probability theory would seem alien. Finding various vastly different interpretations for "+" or for the joint probability of two statements happening in unison would not be acceptable.

In fuzzy logic, however, it is, for example, possible to describe the "AND" connective with three different t-norms and t-conorms, the results of which are only rarely equal.

\[
T_{\min}(x, y) = \min\{x, y\} \\
T_{\max}(x, y) = \max\{0, a + b - 1\} \\
T_{\prod}(x, y) = x \cdot y
\]

In probability, the combined probability of two independent incidents can be denoted quite easily. The "AND" connective, for example, can be denoted with:

\[P(x \land y) = P(x) \cdot P(y)\]

It is also quite possible to validate formulas such as this one through mathematical deduction, or, alternatively, through empirical validation.

However, once again, these concepts are intuitive in their respective areas. Fuzzy connectives are not. It is, thus, difficult to imagine them as anything but approximations that are to be picked depending on practical needs in the respective situations.

3.6 Worries about "(too) Many Logics"

Correct reasoning should – like rationality in general – point to just one overall logic of which other logics can be (modal etc.) extensions or "limit cases". However (modern) FL is about an ever increasing range of logics...

This question, in particular seems to accent a split between two vastly different approaches to fuzzy logic within the fuzzy community, a phenomenon further explored in the conclusion. While many people argue that fuzzy logic creates models and should thus be treated correspondingly, others are interested in the practical validity of data handled by a fuzzy system, as they do not regard "it is only a model" as a satisfying answer.

If one was to accept this though, the endless realm of models describing a specific situation would become something not specific to fuzzy logic – it is encountered in reality too, as one can quite easily see when looking at five vastly different maps of one and the same city. The question remaining here is whether in a given situation there is an ideal model of the situation.

This problem is generally perceived as a problem of reality mapping, not with the logic itself. Mapping of reality can be critical in any theory, as the complexity of reality is impossible to grasp with simple models.

Some even argue that this is not a problem, but rather a blessing, as the multitude of logics allows various applications to pick and choose, depending on the specific needs of the given situation.

3.7 Hedging via Disjunctions

[cited here from Roy Sorenson: entry for "Vagueness" in the Stanford Encyclopedia of Philosophy [32]:]

"Critics of the many-valued approach complain that it botches phenomena such as hedging. If I regard you as a borderline case of 'tall man', I cannot sincerely assert that you are tall and I cannot sincerely assert that you are of average height. But I can assert the hedged claim 'You are tall or of average height'. The many-valued rule for disjunction is to assign the whole statement the truth-value of its highest disjunct. Normally, the added disjunct in a hedged claim is not more than the other disjuncts.

Thus it cannot increase the degree of truth. Disappointingly, the proponent of many-valued logic cannot trace the increase of assertibility to an increase [in] the degree of truth."

Sorensen [obviously] refers to disjunction as maximum. But can "disjunction for hedging" really be explained by, e.g., Łukasiewicz, "strong disjunction"? Why should any particular truth function for disjunction adequately represent hedging in natural languages? Granted that also disjunction of minimum is a "real disjunction", how many "real disjunctions" are there in natural language? How do we get to know them? Can FL provide guidance for answers?
Fuzzy hedging does indeed often lead to insufficiencies, particularly in the field of natural language processing, as it does not consider the intentional relation between terms, but only their mathematical relation.

For example, if a person is a borderline case between tall and average height, he might have the fuzzy value of 0.5 for both "tall" and "average height."

Intuitively, if I was to ask if the said person is "tall or of average height", the answer would have to be yes – if he is a borderline case. Surely covering both possibilities must fully include him.

However, as disjunctions are generally implemented with a maximum, in a fuzzy discourse the said person would only achieve a value of 0.5 with this computation, as the mathematical model is not aware of the fact that the said groups are adjacent to each other, and that the said person, with these truth values, must be right in the crack between these groups and thus should be included.

### 3.8 Sacrificed Principles of Classical Logics

(Most, if not all) fuzzy logics sacrifice principles of classical logics that seem intuitively "correct" even from (e.g.) a constructive or "relevance" point of view (e.g. the law of contradiction \( \neg(A \& \neg A) \) and idempotence of conjunction \( A \rightarrow A \& A \) etc.) How can such radical deviations from traditional "laws" be justified?

Dropping the law of the excluded middle, as is necessary in a fuzzy context, is something that seems relatively acceptable to many – the repeated confusion throughout history about the statement "either you’re with us or you’re against us" shows how human thinking and natural language do not generally deal with the absolutes on which the law of the excluded middle is based, and that thus its principle is not completely natural to human thinking in the first place.

Dropping the law of contradiction, however, seems more critical. The law of contradiction states that statements such as "a man cannot be tall and not tall at the same time" must be true – a statement, which unlike the law of the excluded middle, seems intuitive in natural language as well.

However, the only t-norm to conserve this rule is the aforementioned Lukasiewicz-norm, in which also a borderline case would evaluate to the desired result. Let us consider that a person is tall to the value of 0.5 – and thus is not tall to exactly the same degree. The results given by the three t-norms would be:

\[
T_{\min}(0.5, 0.5) = 0.5 \\
T_L(0.5, 0.5) = 0 \\
T_{prod}(0.5, 0.5) = 0.25
\]

However, the two t-norms "causing problems" here have proven themselves to be highly valuable in practical applications. "Excluding" them on these grounds does not seem plausible, in reality.

Arguments are also found noting that Boolean concepts, such as this one, are, in fact, not to be considered mandatory in all logical systems, as they do not necessarily hold in reality either. This statement, though natural to humans, does not hold in the context of quantum statements, for example.

### 3.9 Epistemic, Ontic or Pragmatic Character?

*It is left unclear whether the "degree of truth" has an epistemic, an "ontic" or a "purely pragmatic" character; different interpretations (Giles [8] [9] / Ruspini [25] / Mundici [4] / Behounek [1]’s resource interpretation/voting semantics, etc.) seem to imply different answers. (See, e.g., Jeff Paris [2] [22] for problems with some of these interpretations). A theory of vagueness should include clear answers to such questions.*

Most seem to credit fuzzy logic with having an ontic character that may be used pragmatically. The question generally seems to be seen as a question of semantics though, and thus not particularly interesting or relevant within the context of this survey.

### 3.10 Surface Phenomena

Fuzzy logic is only an ad-hoc model for some "surface phenomena" that may be useful for engineering purposes, but does not help us (a lot) in answering "deep questions" about correct reasoning, the metaphysical or ontological status of vague predicates, epistemic and – probably most important – prescriptive (deontic) aspects of logic in general.

It is true that modeling in fuzzy logic is generally based on surface phenomena. However, most seem to consider this a modeling issue, not an issue of the logical system used. Determining the metaphysical origins of knowledge is difficult in any circumstances. Any kind of reasoning is often going to be hard to analyze to its deepest level in practicality. Even successful doctors are often credited for making good decisions in a hypothetical and conjectural fashion, and not in a deductive manner.
3.11 Penumbral Connections

Many philosophers follow Kit Fine in asserting that “penumbral connections” should be modeled directly in any logic reasoning with vagueness. (E.g. if it is indeterminate whether X is blue or green, it is still definitely true that it is mono-colored etc.) Can FL compete with supervaluation in accommodating penumbral connections?

Kit Fine explains what he regards as a penumbral connection in detail in his 1975 paper ‘Vagueness, truth and logic’ [7]. Technicians argue that fuzzy logic should not compete here, since penumbral connections do not lie within its modeling range.

3.12 It is Only a Model

FL often insists on a kind of application-oriented point of view. However, it is not enough to reply “it is only a model” to worries about a particular logic or semantic machinery. This would beg the question of whether the model is adequately representing how we should reason correctly in various situations. In general it is doubtful whether an “engineering approach” can help us to create a full-fledged theory of vagueness. Mathematical models can only be *a part of* or *a tool within* a theory of vagueness.

Lots of answers agreed that fuzzy logic is, indeed, only a tool for modeling that comes from the field of engineering, but that there is nothing “only” about this. Some claim that fuzzy logic never pretended to offer a foundation for theoretical understanding of vagueness, while others claim that fuzzy logic is on its way towards eventual success at this task through a process of abstraction.

3.13 Relation to Natural Language

FL has an uneasy relation to natural language. On the one hand, it is often claimed that FL is “close to natural language discourse”. On the other, it does not respect the fact that in natural language we do not use (concrete, linearly ordered) intermediate truth values and (different) truth functional connectives.

Fuzzy logic is a precise tool dealing with imprecise data, while natural language is purely imprecise – or is based on a model so complex that it is impossible to determine the relation from the possibly precise causes leading to human thought, and thus, to natural language (on a very basic level, the human brain does function digitally – a neuron either transmits a signal, or it does not). The author of this paper has previously been involved in papers on this topic [27] [28] [29].

There are, thus, limits to how well classical fuzzy logic can approximate natural language. It is theoretically possible that if, at some point in the future, the functioning of the human brain is understood, it will be possible to model natural language adequately if one was to handle a great number of stages of fuzziness. However, a model describing such a situation would become complex beyond comprehension – and, thus, unusable. Thus, the fact remains that while humans would refer to a person as "rather tall" or "really tall,” fuzzy logic states that a person is tall to a degree of 0.7 and 0.9.

Many argue that natural language seems like a fairly abstract field in which to try to implement fuzzy logic. Though this might be true when considering applications today, it should be noted that the term fuzzy logic was actually not coined by Lotfi Zadeh, who spoke of fuzzy sets only initially, but by his Berkeley colleague George P. Lakoff, a professor of linguistics, in his 1972 paper Hedges: A Study in Meaning Criteria and the Logic of Fuzzy Concepts [14], in which he explored the possibilities of applying fuzzy set theory to natural language.

3.14 Operational Deficiency

FL does not compare favorably with probability theory (PT) as a theory of (another type!) of uncertainty. Granted that FL is about degrees of truth as opposed to degrees of belief, one may be disappointed about the lack of convincing and robust models in FL as compared to PT. There is nothing like the paradigmatic application of PT to (e.g.) games of chance, where it is universally agreed that highly non-trivial, uniquely determined computations give you *demonstrably* and *empirically well-corroborated* (unique) values corresponding to rational expectation. Will there ever be similarly robust, non-trivial guidelines for complex information processing coming from FL?

The author has yet to find a satisfactory answer to this question, and would appreciate opinions. Most seem to see it as a matter which only time will answer.

3.15 Record of Discourse

Many theoreticians agree that paying attention to the specific *context* (“record of discourse”) of an assertion (by competent speakers) is of utmost importance in understanding what’s going on in a "(forced march) sorites” situation (and probably in all situations, where vagueness is involved). FL does not pay sufficient attention to this and therefore cannot compete with (in particular) contextualist theories of
vagueness (Shapiro [30], Graff [10] [11], Raffman [23] [24], etc.) with respect to questions about the best/correct way of *actual reasoning* in concrete dialogue scenarios (about sorites, etc.).

This issue is based on Stuart Shapiro’s 2006 book Vagueness in Context [30] [31], and lies quite outside of the interest range of the technical community addressed with these questions until now.

4 Conclusions

Interestingly, the main conclusion of the data collection up until now has not been of a technical, mathematical or philosophical nature, but of a sociological nature. There seems to be a fairly clean cut – even within scientific communities – regarding attitudes towards questions and contemplations of this nature. The author experienced this rift at the NAFIPS 2006 conference in Montreal, Canada, on a personal level, but was not aware of the magnitude of the rift between these two "schools of thought."

Within the "technical half" of the community [3] [15] [16], only a few of the issues addressed in this paper are relevant. The general maxim seems to be that fuzzy logic is a valid tool because it works – its practical successes invalidate conceptual and philosophical questions about it. If there were conceptual issues with fuzzy logic, it just would not work in practice. Trying to solve some of the points addressed here is not relevant for representatives of this community, as fuzzy logic is not supposed to deal with these issues and has never pretended to have solved them.

On the one hand, there are mathematicians and logicians [13] [33] [20] [21] who often seem to see contemplations of this sort as highly relevant and would themselves be interested in knowing some answers to questions asked – not surprising, as these questions stem from a philosophical context. Within this group, the practical successes of the fuzzy logic generally imply that fuzzy logic is an excellent abstraction of reality, but do not necessarily imply that it is a valid representation of the many layers of vagueness encountered in reality. Its successes do not imply that it is anything more than just a model or that it is a valid theory of vagueness.

For the author, who lacks a background in the fields of mathematics and philosophy, it is hard to see what there is "only" about a model, since from a technical point of view, very few methods applied and tools used are not models, abstractions and simplifications of reality, which is not difficult to model in its completeness, but impossible, as the Heisenberg uncertainty principle [12], among other theories, states.
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Abstract

This article intents to discuss the relation between modernism and postmodernism as a reaction to modernism, from the point of view of the science and technology. It makes a parallel between the intelligent control and the new trends in intellectual thoughts. It also addresses the relationship between postmodernism and the fuzzy set theory.

Keywords: Modernism, postmodernism, intelligent control, heuristics, soft computing, fuzzy logic.

1 Modernism and Postmodernism

Modernism is defined by some important features: rationalism (the belief in knowledge through reason), empiricism (the belief in knowledge through experience) and materialism (the belief in a purely physical universe). Postmodernism is a recent movement and a reaction to modernism.

The term Postmodernism was coined in the early 60s to describe the dissatisfaction with the modern architecture and became than a term for reaction to modernism in other fields as well [1]. Postmodern ideas in arts have influenced the philosophy and the analysis of culture and society. As engineers, we are interested to find out if a cultural movement, namely the postmodernism, is able to mark the scientific and the technological visions of our society, or at least, if similarities caused by the same social environment can be revealed in both fields. Since even the architecture, the domain that generated the term has an inevitable technological component, positive answers to the above mentioned questions are natural. The vice versa question is also challenging: are science and technology able to initiate and to determine global trends of the intellectual thinking?

Positive answers have been already given to these questions; our paper is meaning just to bring some personal arguments and opinions.

2 Modernism and Science

Science and society are intimately linked, although the science is often proclaiming its perfect objectivity. Scientific adventures, as the achievement of the atomic bomb, are proving that the society is able to take over the scientists. In the same time any society is depending of its scientific and technological platform. The modernism was initially supported by the mechanization of the industry, fired by the invention of the steam engines. The portrait of the modernist science has some corresponding features: a rigorous mathematical (numeric) support and formalism, a continuous search for abstracting and precision, etc. Further on, the electrical engineering was able not only to value another form of energy, but also to control the industrial processes. The same person, J.K. Maxwell built the theoretical pedestal of the electromagnetism, as well as a milestone for the automate control systems. Electricity made also possible the telecommunications. The electronic computing, analog as well as digital (based on the Boolean logic) emerged. A more than 2000 years developing and growing civilization, seeded by the ancient Greek philosophers, was by now ruling the Earth. The time to look at the stars and to put the foot on the Moon, and why not on other planets, has come.

The modernism best times may be considered as centered on the so called “la belle époque”, around 1900. The technological progress in all domains was finally bringing a significant improvement of the quality of life for everybody (well … almost). The young generation was educated with the help of the science-fiction authors J. Verne and H.G. Wells and the perspectives were bright. One of the last modernist cultural items that is fully containing the modernist science vision is considered to be the well-known G. Roddenberry’s TV series “Star Trek – The Next Generation.” Unfortunately the human mentality couldn’t match the human intelligence, and the euphoria of the new acquired technological breakdown generated two disastrous world wars and a subsequent long term cold war. These tragic events scattered away the general trust in science and technology, that could be
put in the position to invent and produce global destroying devices. The reactions against modernism began to structure themselves. Writers such as John Ralston Saul among others, have argued that postmodernism represents an accumulated disillusionment with the promises of the Enlightenment project and its progress of science, so central to modernist thinking.

2 Which is the Postmodernist Vision

Constantin Virgil Negoita and others consider Paris as the Postmodernism’s birth place, “bursting full-blown” from the brains of Jean Baudrillard and Jean-Francois Lyotard.

Jean-Francois Lyotard understood modernity as a cultural condition characterized by constant change in the pursuit of progress, and postmodernity as the culmination of this process, where constant change has become a status quo and the notion of progress, obsolete. Following Ludwig Wittgenstein’s critique of the possibility of absolute and total knowledge, Lyotard also further argued that the various “master-narratives” of progress, such as positivist science, Marxism and Structuralism, were defunct as methods of achieving progress. One of the most significant differences between modernism and postmodernism is its interest in universality or totality. While modernist artists aimed to capture universality or totality in some sense, postmodernists have rejected these ambitions as “metanarratives”. “Simplifying to the extreme,” says Lyotard, “I define postmodern as incredulity toward metanarratives” [1].

Postmodernism has features as the tolerance of ambiguity and disorder, stressing on skepticism and nihilism, the mixing of styles and manners, rejection of ultimate reality and absolute truth, lack of determinism and dogmatism. These features are not representing a simple fashion, they are not just “a rage against the machine”, their origin is rather linked to the increasing complexity of our perception of the world. The complexity of some problems created and leavened by the modernist era is now so high, that simple yes/no solutions are not any more possible; for instance the global heating can not be handled with the simple removal of its causes, we simply can not suddenly stop burning fuels. The more we know about a certain subject, a yes/no decision is harder to take about it; in a postmodern society, with a higher rate of educated people, even the public debates are more nuanced, the pros and cons list is longer.

As a typical postmodernist cultural item we can point again “Star Trek”, but in its later versions “The Third Generation”, etc. The popular and impressing futurist technology that was the asset of the first series is now often beginning to fail, of course in the worst possible moments. The members of the Enterprise crew, that were originally pictured as classical stone curved characters, are now beginning to manifest occasional psychic alienation symptoms.

We think that the postmodernist vision can be naturally associated with futurist Alvin Toffler’s “Third wave” – the post-industrial society, that was characterized by demassification, diversity, knowledge-based production, and the acceleration of change. In 2007, we can say that Toffler’s score is 3-1. From the four claimed items, he was mistaking (partially) only the demassification, the other are perfectly matching the actual postmodernist vision. The diversity is now an obvious attribute of the globalization, the knowledge-based society is the postmodernist developed version of the previous modernist information based society and the changes continued to accelerate.

Although useful distinctions can be drawn between the modernist and postmodernist eras, this does not erase the many continuities present between them. As noticed by A. Toffler, the three waves (pre-industrial, industrial and post-industrial) are coexisting. In a certain sense postmodernism is not as much a choice as a conviction.

3 Postmodernism and Science

Some scientific discoveries undermined the very essence of the modernist ideology: the rationalism and the materialism. We will name only two such scientific shocks: the Relativity Theories of A. Einstein and the Big Bang Theory on the beginning of the universe, of G. Lemaitre. The relativity put in cause the classical mechanics, one of the poles of modernism, a typical yes/not scientific discipline. A. Einstein itself failed to offer a deterministic explanation of the material world. On its side, the big bang theory shook the idyllically image of the classical materialism: the matter was not created and will never disappear, the space has no beginning and will last forever and the space is endless.

As an anecdote, some (many) years ago, when we asked our Marxist philosophy professor, who was torturing the theory of the expansion of the universe (which was inducing the idea of a possible Creation of the Universe), what explanation can be however be given to the Hubble’s law by the Marxism, he answered approximately that “we didn’t find yet an acceptable explanation, but we are sure to find it sometimes, in the future.” Of course, after a deeper analysis of the big bang’s consequences, the materialism of the postmodernist era accepted the big bang idea, because this is not necessarily a proof of the existence of God, as some Marxists were fearing.

The XXth century quantum physics and astronomy showed tensioned evolutions, where thesis and antithesis were constantly emerging. This is also true for anthropology, medicine and biology. All these facts build the belief that truth is more relative than the Enlightenment thinkers had believed [2].
3 Postmodernism and Control Engineering

"Whereas modern science had previously dealt with matter and energy, postmodern science focuses on form and pattern" [2]. This is leading us towards a new fundamental vision of the Universe, as a triad matter – energy – information, where the information has a leading role. This vision is much older, even the first words of the Gospel of St. John can be interpreted in this sense, but only Claude Shannon offered a scientific model of the Information.
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Figure 1. The matter – energy – information triad

We think that is not a coincidence that Postmodernism is contemporary to Electronics, the first technology that allow us to control as well energy and information. In industrial processes information is acting by means of the intelligent control. The intelligent control at its turn is powered by the Artificial Intelligence AI. Although the modernist shaped minds are objecting the approach, the only notable advances in AI are linked to a typical postmodernist concept, the Soft Computing, that is clustering fuzzy logic, neural networks, genetic algorithms and evolutionary computing [3], [4], etc.

The electrical engineering disciplines: electronics, computers, automate control, etc. can illustrate some effects with subversive influence on the modernist rationalistic scientific common sense, we will name only three:

- the Chua’s circuit, essentially with only two capacitances and one inductivity, is able to generate a chaotic dynamic;

- the precision of the electronic amplifiers is not depending at all of the components, excepting the feedback network; the precision is given essentially by the feedback reaction; a quite similar effect is characterizing the close loop control systems: the precision of the steady regimes is not depending of the components’ precision, except the transducer; the simple presence of an integrative device in any point of the loop is eliminating the steady errors.

- the switching controllers’ effect: a switching system can be potentially destabilized by an appropriate choice of the switching signal, even if the switching is between a number of Hurwitz-stable close loop systems. This phenomenon can produce catastrophes.

For instance, in rare and unpredictable situations, the perturbations produced when switching between automate pilot and manual pilot may cause fatal airplane crashes. Reliable reports on such accidents are not easy to find, but it is unanimously accepted that the on-line switching of two different controllers may produce uncontrollable transient regimes and instability. This effect can not be explained by the conventional system theory in terms of frequency analysis, because its basic tool, the transfer function, is defined for null initial conditions, while the real applications has usually non-null initial conditions. Studying the systems by considering null initial conditions is simplifying a lot the manipulation of the equations, is revealing the specific behavior of the systems and it helps the comparisons between systems and the construction of the general theory of systems. But on the other hand, this quest for generalization can produce unexpected failures in specific conditions.

This is perhaps the most illustrative of the previous examples. The operational calculus (Laplace) is offering a comprehensive image for all the linear systems. The linear system theory established the conventional linear PID control and it can be easily associated to the modernist vision (universality, coherence, etc.) For nonlinear systems on the other hand, frequency analysis has few chances to produce satisfactory results, considering the huge diversification of the problems and the lack of a unified theory. In the case of barely controllable systems (highly nonlinear, time varying, etc.) the only unified approach is, for the time being, the heuristic one. Despite their inherent lack of rigor, the heuristic solutions can be always applied and may be very flexible and comprehensive. The theoretical tool that can help us in this matter is the phase trajectory, a time analysis [8], [9]. This kind of analyze is not able to reveal too much information on the internal structure of the systems, but is very helpful in applications, supporting the heuristic control decisions. The heuristic approach is totally opposite to the Cartesian rigorous modernist vision, but it is relevant for postmodernism. Although it can not be mathematically proved, the heuristics are bringing extremely positive results in most of the applications.

The classical mathematical approach: hypothesis→ conclusion→demonstration is now beginning to be replaced by a less elegant but more pragmatic methodology: hypothesis→ conclusion→computer simulation. Instead of solving the differential equations, one let the computers to integrate them, numerically. As a result of this, most of the industrial products, including the 15 million items Airbus 380, are, in our postmodernist days, designed with the help of dedicated software, that are embedding general and specific knowledge of the domain, often acquired by simulations and represented linguistically by expert systems. The lack of a rigorous theory is compensated by serious experimental tests for validation.
4 Postmodernism and Fuzzy Logic

The Postmodern truth is fragmented, subjective and stemmed from approximate reasoning [2]. Epistemologically, this nuanciation of truth is unanimously associated with Lotfi A. Zadeh’s fuzzy logic [2], [5], [6], [7], etc. The Aristotelian two valued logic, true and false, was dominating more than two millennia the philosophy. After George Boole described it mathematically it get involved into technology, most of all, into control engineering, by the sequential control (relays, electronic digital circuits, PLCs, etc.). The climax of the Boolean logic was the conceiving and the development of the digital computers, the particular item that changed the world more that the landing on the Moon. The achievements of the digital technology are obvious and undeniable; however in certain situations it showed some limitations. These situations are generically characterized by the presence of different types and levels of uncertainty. If we are not able to classify a concept as true or false, the Boolean logic simply collapses. The uncertainty is anyway a constant of the human reasoning, which operates in a symbolic and qualitative manner. That is why before fuzzy logic, AI encountered enormous difficulties at the computer implementing stage.

Fuzzy logic is able to cope with uncertainty because it accepts not only two values 0 (false) and 1 (truth) for the membership functions, but all the interval bounded by 0 and 1. If the membership function of an element to a certain concept is 0.5, it means that we are not at all sure if the element is belonging to the concept or not, and the fuzziness is maximum. Using fuzzy sets we can represent world knowledge affected by uncertainty in digital computers, as fuzzy linguistic variables, perfectly compatible to human reasoning. Further on, fuzzy logic is able to produce inferences using fuzzy variables and specific yet very simple operations: min-max, prod-sum, etc. The specific software items that are producing logic inferences by control rules, based on previous human expert knowledge, are the expert systems. The postmodernist version of the expert systems are the fuzzy expert systems.

In science and technology uncertainty may be caused by our poor knowledge or incorrect information on the system we are dealing with. This is happening when we are not disposing of an appropriate mathematical model of the system, by different reasons: too much complexity, inappropriate sensors, insufficient experimental data, etc. In these circumstances fuzzy logic is producing feasible solutions. Besides the uncertainty caused by our qualitative reasoning and our lack of knowledge, the result of our senses - our perceptions - are uncertain too [6]. Generally speaking, uncertainty is an fundamental attribute of life. That is why fuzzy logic may be successfully applied whenever applications address human beings, or any other biological system. This is the case of air conditioning systems, greenhouses and other related applications. For instance the flexibility offered by the very nature of the fuzzy expert systems and the vague perception of the “comfortable temperature” concept can be converted into energy savings, by means of few specific very simple control rules. Here is an example of such a rule:

IF temperature is moderate low AND change of temperature is positive THAN save energy

As a conclusion, we think that what Constantin Virgil Negoita was writing about the echoes of fuzzy concept in Eastern Europe, was crisply true [7]:

“In Eastern Europe, everybody liked the idea of a fuzzy set. Probably because it was coming from California, promising liberties.”
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Abstract

In our case study we look at one of the early papers that interrelates the concept of fuzzy set inclusion, power set and many-valued implication operators, namely the paper of Bandler and Kohout [3]. This is followed by discussion of the subsequent related work by the fuzzy community.
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1 Introduction

It is an interesting story to look at the development of new concepts in fuzzy set theory. One looks at the motivation, the first formulation and the subsequent development.

We shall take as our case study the one of the early papers that look at the relationship of the concept of fuzzy set inclusion, power set and many-valued implication operators. It is the paper of Bandler and Kohout [3] that was presented at an international workshop organised by Professor Mamdani in 1978. The participants of the workshop were people from different disciplines, pure mathematicians, scientists from various fields including brain modelling, and understandably, with strong representation of people from the fuzzy control community. The fuzzy control community had that time strong interest in investigating different types of implications. That established Bandler and Kohout’s paper as a repository of useful information about various implication operators and about the bootstrap of their properties into fuzzy sets. The extended version was submitted to Fuzzy Sets and Systems, but the manuscript was considered to be too large, so the Editor-in-Chief Professor Zimmermann recommended to be limited to discussion of different kinds of fuzzy set inclusions and of their link to many-valued logic operators. This paper [5] has become well known in the fuzzy community and was reprinted in a collection edited by Dubois, Prade and Yager. Other parts of the 1978 paper were extended and published as separate papers [7],[6].

We shall examine the historical trace of the development of concept of fuzzy inclusion in the following ways:

1. What part of the original approach has been retained;
2. how was it used in the further development of the concepts involved;
3. what aspects of the paper were understood well, which have been neglected, and what was misunderstood or misinterpreted.
4. We shall also look at the links to other concepts that were only in the original [3] but unfortunately did not appear in the reduced version [5] published in Fuzzy Sets and Systems.

2 Paper of 1978: ‘Fuzzy Relational Products and Fuzzy Implication Operators”

The first paper was entitled Fuzzy Relational Products and Fuzzy Implication Operators. The list of contents of this paper listed the following topics:

1. Various Products of Crisp Relations.
3. Possibilistic Notation.
5. Height, Plinth and Crispness of Fuzzy Sets.
6. Fuzzy Set-Inclusions and Equalities.
7. Disjointness of Fuzzy Sets.

The main motivation for fuzzification of Zadeh’s set inclusion predicate the membership function of which is given by the formula

\[ \mu_{A \subseteq B}(x) = \mu_A(x) \leq \mu_B(x) \]

came from the need to fuzzify the crisp BK-products of relations [2]. That is clearly stated in the abstract of the 1978 paper [3]:

Besides the usual circlet product of crisp relations, there are three others which are natural and of interest and of use. Their fuzzification requires the choice of a fuzzy implication operator, and will vary with the choice made (Section 1). The reason why this is so leads the problem back to a fundamental and hitherto neglected aspect of fuzzy set theory: the appropriate definition of a fuzzy power-set; thus the motivation for choosing a suitable internal implication operator is much deepened, and by the use of a possibilistic notation is also somewhat broadened (Sections 2 and 3). (From the abstract of [3].)

Because the paper links various concepts, it has been the seminal ground for other work of Bandler and Kohout. In particular, the paper [3] introduced the fuzzy non-associative products (\(\prec, \succ, \sqsubseteq\)) also called BK-products in the literature. That was a successful fuzzification of crisp BK-products introduced by Bandler and Kohout earlier [2]. That paved way to development of Enriched theory of fuzzy relations (ETFR) which successfully extended the crisp enriched theory of relations of [2] into the fuzzy realm.

2.1 Power Sets, Inclusion Predicate and Implication Operators

We shall briefly survey the key concepts of [3] section by section first, and then look at subsequent developments.

2.1.1 Section 2: Towards a Theory of Fuzzy Power-Sets

The situation where sets \(B\) and \(A\) are both crisp subsets of some universe \(U\) is considered first. The standard definition of the subset relation between them is

\[ A \subseteq B \text{ means } (b \in A \rightarrow b \in B). \]

This is the connection between \(\subseteq\) and the implication operator \(\rightarrow\). Now, the subset relation itself is expressible in terms of the belonging relation and the power-set \(\mathcal{P}(B)\) of \(B:\)

\[ A \subseteq B \text{ means } A \in \mathcal{P}(B). \]

Thus \(A \in \mathcal{P}(B)\) means \((b \in A \rightarrow b \in B)\).

This formulation is subject to immediate fuzzification as follows:

Definition 1 ([3], Def. 2.1) Given a fuzzy implication operator \(\rightarrow\), and a fuzzy subset \(B\) of a crisp universe \(U\), the fuzzy power-set \(\mathcal{P}(B)\) of \(B\) is given by the membership function with

\[ \mu_{\mathcal{P}(B)A} = \bigwedge_{x \in U} (\mu_A \rightarrow \mu_B x). \]

This is well defined in terms of each suitable \(\rightarrow\) operator, for every argument \(A \in (\mathcal{F}(U)\).

Hence, the degree to which \(A\) is a subset of \(B\) is

\[ \pi(A \subseteq B) = (\mu_A \rightarrow \mu_B x). \]

The symbol \(\pi\) indicates that, in fact, that the degree assigned to the statement \((A \subseteq B)\) is degree of possibility.

Note that, where \(I\) is the unit real closed interval, the fuzzy set \(B\) is an element of \(I^U\) while its power-set \(B\) is an element of \(I^{U^U}\) (Otherwise put, \(B \in \mathcal{F}(U)\), while \(\mathcal{P}(B) \in \mathcal{F}(\mathcal{F}(U))\).)

The Mean Inclusion Bandler and Kohout also introduced the mean inclusion in [3] (Prop. 3.2) replacing \(\inf\) by the mean value:

\[ \pi_m(A \subseteq B) = \frac{\sum_{x \in U} (\mu_A \rightarrow \mu_B x)}{\text{card}(\text{supp } A \cup \text{supp } B)} \]

Properties of these have been investigated by Willmott later.

2.1.2 Section 3: Possibilistic Notation

Following Zadeh (1971) in using \(\pi\) for “possibility” in comparison to \(p\) for “probability”, Bandler and Kohout extend the analogy-or-contrast by enclosing statements in brackets after \(\pi\) to indicate their degree of possibility. On the interpretation of \(\pi\) they say the following:

One (but not the only) interpretation of this is, “the degree to which the bracketed statement is true.” In particular, the previous section shows that we will wish to have

\[ \pi(A \subseteq B) = (\mu_A x \rightarrow \mu_B x). \]
2.1.3 Section 4: Comparative Semantics of Fuzzy Implication Operators

Implication operators play crucial role in linking sets with their power sets as well as with the inclusion predicate. In order to investigate the properties of fuzzy set operations we need to start with examining the properties of logic formulas on which specific set theories are based. The properties of logic connectives are then reflected in the properties of fuzzy sets and set operations as shown in sections 6–9 of [3]. The criteria for evaluation outlined in [3] are as follows:

Does an implication operator used in a formula yield

1. a strong, or moderate tautology for \( a \rightarrow a \)?
2. the flat contradiction, or a moderate contradiction for \( a \rightarrow \neg a \)?
3. is the implication operator contrapositive?
4. is the implication operator continuous?

Such questions are, however, meaningful and unambiguous if and only if they are asked in an appropriate context. Bandler and Kohout point out that two entirely different contexts are often not sufficiently distinguished [3],[5].

Logic has long been beset with the often-muddied distinction between

1. inferences made in a meta-language from statements in an object-language, on the one hand,
2. and on the other, the formation in the object-language itself of an implicative combination of its c statements.

Both the need for this distinction and the difficulty of keeping to it become more acute in the fuzzy environment.

They continue [3],[5]

Our present need is for a “suitable” generalisation of the second of the distinguenda, the internal implication operator in the object language¹.

In order to detach this notion from the first one, that of (meta-)reasoning with fuzzy premises, they use the unemotive term favoured by Curry: PLY operator; the arrow itself is then read a “ply”.

The problem is posed very explicitly [3],[5]:

1. We are working in a Multi-Valued System \( V \), which for present purposes is all or some of the real interval \( I = [0, 1] \). The rationals there are more than ample for their purposes (so: cardinality at most \( 2^\aleph_0 \)).
2. Whatever \( V \) is, it is furnished with the uncontroversial operators \( \land \) and \( \lor \), and with the accepted negation \( \neg \), with \( \neg a = 1 - a \).
3. One seeks within this system a ply operator \( \rightarrow \), that is, a mapping from \( V \times V \) to \( V \), suitable for the concepts of the previous sections, which is to say chiefly for defining the degree to which one fuzzy set is to be said to be a subset of another.
4. The fuzzy sets themselves are mappings from some crisp universe \( U \) into our \( V \), that is, the membership degrees of elements are numbers in \( V \).
5. The ply operator will take two such degrees and make another out of them. The natural anticipation, is that the fuzziness will not thereby be diminished in this process.

For further investigations of specific power set theories and inclusion predicates, Bandler and Kohout [3],[5] chose five representative ply operators 1–6.

1. \( S^\# \) Rescher [19] (p. 344).
   \[ a \rightarrow_1 b = 1 \text{ if } a \neq 1 \text{ or } b = 1, \text{ 0 otherwise.} \]
   \[ a \rightarrow_b = 1 \text{ if } a \leq b, \text{ 0 otherwise.} \]
3. \( S^+ \) Gödel. \( a \rightarrow_3 b = 1 \text{ if } a \leq b, b \text{ otherwise.} \)
4. \( G43 \) Goguen–Gaines. Recommended by Gaines, formula (43), for further investigation.
   \[ a \rightarrow_4 b = \min(1, b/a). \]
5. \( L \) Lukasiewicz. \( a \rightarrow_5 b = \min(1, 1 - a + b) \)
6. \( KD \) Kleene–Dienes. \( a \rightarrow_6 b = \max(1 - a, b) \)
7. \( EZ \) Zadeh [27]. \( a \rightarrow_7 b = \max(\min(a, b), (1 - a)) \)
8. \( WM \) Willmott [24], [25]
   \[ \min(\max(1-a, b), \min(\max(a, 1-b), \max(b, 1-a))). \]
2.1.4 Section 5: Interrelating Height, Plinth, Crispness and Fuzziness of Fuzzy Sets

Connected with semantics of PLY is the natural notion of natural crispness and fuzziness of an MVL proposition and of a fuzzy set. This was utilised for assessing PLY by their degrees of crispness and investigating how this bootstraps onto the various constructs made of fuzzy sets by set operations.

In [3] Bandler and Kohout introduced the crispness of a proposition \( a \in V \) as \( \kappa a = a \lor (1 - a) \). The fuzziness \( \phi a = 1 - \kappa a \) as its dual. The crispness of a fuzzy set is then

\[
\kappa_B = \bigwedge_U \kappa(\mu_B x).
\]

The mean crispness of a fuzzy set

\[
\kappa_m B = \frac{\sum_U \kappa(\mu_B x)}{\text{card supp}B}.
\]

Later these concepts played a role in assessing the width of intervals in interval fuzzy logic, thus evaluating quality of inference as a function of data on which inference is performed.

2.2 Diversification As a Result Of Fuzzification: Split of a crisp concept into several fuzzy concepts

The paper [3] clearly demonstrates that from a mathematical viewpoint the important feature of fuzzy set theory is the replacement of the two valued logic by a multiple-valued logic. Since every mathematical notion can be written as a formula in a formal language, we have only to internalise, i.e. to interpret these expressions by the given multiple-valued logic. For that reason, it was important to “internalise”, i.e. to form in the object language itself an implicative combination of its statements as pointed out above in section 2.1.3.

One important aspect of fuzzification that 1978 paper and 1980 paper demonstrated was the fact that two or more equivalent crisp definitions are not any more equivalent for their fuzzy counterparts. For example the Definition 5.1 [5] provides 2 formulas for disjointness of two sets that are different in the fuzzy case, despite the fact that they are equivalent in the crisp case.

2.2.1 Section 6. Fuzzy Set-Inclusions and Equalities

In addition to fuzzy set inclusions and equalities, this section also looks at the degree to which a fuzzy set is empty.

2.2.2 Section 7. Disjointness of Fuzzy Sets

In ordinary set theory

\[
A \cap B = \emptyset \text{ iff } A \subseteq A^c \text{ iff } A \cap B^c = A.
\]

The first two characterisations were investigated by Bandler and Kohout [3][5] while the last characterisation leads to a third possible definition of the degree of disjointness between sets which gives investigated by Willmott.

2.2.3 Section 8. A Fuzzy Set and its Complement

The three distinct concepts of disjointness are also reflected in the issue to what extent a set is disjoint from its complement.

2.2.4 Section 9. Choice of System and Further Aspects

The fuzzier implication operators exhibit a certain property of invariance that has been called by Bandler and Kohout “the conservation of crispness”. This is useful in deciding which system to adopt for a particular purpose.

3 Response to the Paper Within the Fuzzy Community

3.1 Connectives

The paper deals with a family of implicational fragments of logics, the properties of which are bootstrapped into the properties of sets. While Willmott extends this by two more PLY operators, Weber looks at link of implications to other connectives.

The six operators of Bandler and Kohout are ordered by them “in decreasing order of rigidity” or in increasing order of fuzziness, i.e. the later ones give decreasingly many crisp, or increasingly many fuzzy results in the case of non-crisp or fuzzy antecedents.

3.1.1 Willmott [24]

The investigation of Bandler and Kohout in [3] is repeated by Willmott [24] for two more implication operators (EZ, Wm) which follow the above six in this ordering (see Sec. 2.1.3 above, \( \leftarrow \), \( \leftarrow \) ). Both EZ and Wm are fuzzier than any considered in [3]. The first was suggested by Zadeh [27] previously. The second is new and probably represents the extreme in fuzziness for a usable operator of this kind, according to Willmott “realising natural anticipation that the fuzziness (the value of an implication compared to that of its components) will not be diminished”. In
terms of fuzzy sets, while using this operator, the degree of possibility of any relation between two fuzzy sets cannot be larger than the crispness of the less crisp of the two. The operator retains virtually all of the favourable features of the sixth operator (i.e., Kleene-Dienes) investigated by Bandler and Kohout in Sec. 4 of their paper.

Willmott states [24],[25] This note should be considered as an addendum to the paper by Bandler and Kohout. It assumes all their notation, definitions and results and uses the same section and item numbering, so that some section numbers are here missing.

3.1.2 Weber [23]

In function of connectives and negation three types of fuzzy implication operators are introduced, which include almost all known implications, and that of type I using AND only; of type II using OR/NON; of type III using AND/NON. In the non-strict Archimedean cases the formulas become particularly lucid (Section 5). Finally the different types are compared with respect to some logical properties (Section 6).

The rest of Weber’s paper was motivated by Bandler and Kohout [5]. In Section 5 Weber presents the construction of three types of implication operators, which contain the known ones.

Section 6.1 compares the three types of implication operators concerning contrapositive symmetry and contradiction. Remarks on natural crispness and fuzziness that was introduced by Bandler and Kohout in [3],[5] conclude the paper of Weber.

3.2 Power Set

Although [3],[5] introduce power sets, the importance of it has been overlooked by most of the papers that quote Bandler and Kohout. The reason for this is clearly indicated in comments of Höhle and Stout [14]:

For fuzzy mathematics we would like to have a foundation for higher order structures as well as for the propositional logic of fuzzy sets. To develop such a foundation we need to ask to what extent it makes sense to talk about a fuzzy power object.

This can be internal (in which case an individual could have fuzzy membership in such a power set) or external as a construction in classical mathematics (the usual practice in current fuzzy topology). Indeed we claim that the first fifteen years of fuzzy set theory was dominated by the fuzzy power-set problem.

In L.A. Zadeh’s pioneering paper of 1965 it is obvious that he defines intersection, union, and complement of fuzzy subsets, but he hesitates to specify the fuzzy power set of a given fuzzy set.

Indeed, as we remarked above, Zadeh’s theory is a theory of fuzzy subsets of a crisp set, not a theory of fuzzy sets.

Bandler and Kohout clearly state that they are looking for an internal implication operator within an object language.” This yields an individual that has fuzzy membership in a power set.

Stout [21] says about attempts to handling the power set problem:

In fuzzy set theory the approach has been more external, at least for second order theories, in part because there is no single fully satisfactory fuzzy power set operator. For example, in fuzzy topology one approach which has been developed at length (Wong uses crisp sets together with a topology which is a crisp set of fuzzy subsets). This uses only the properties of the sub-object lattice, an external propositional level approach. Several attempts have been made by Pultr [18], Bandler and Kohout [5], Gottwald [12],[13] to provide a suitable theory of fuzzy power sets.

Bandler and Kohout [3] approach the problem of power set “top down”, and algebraically. Note that in [3],[5], where I is the unit real closed interval, the fuzzy set B is an element of $I^U$ while its power-set $P$ is an element of $I^{U^U}$ (Otherwise put, $B \in F(U)$, while $P(B) \in F(F(U)$.)

The axiomatic approach within a logic on the other hand was provided by other authors. There have been two set-theoretic approaches to the foundations of fuzzy sets with a power set: one by Gottwald [13], and Klaua [15],[16], based on Łukasiewicz connectives. For summaries of this work see also [14],[11]. The work of Takeuti and Titani [22] is based on intuitionistic connectives. They abandon the Łukasiewicz connectives because of problems with extensionality resulting from the fact that $(p \ast (p \equiv q)) \equiv q$ need not be valid.

Gottwald parallels the construction of Boolean-valued models to get a hierarchical system of fuzzy sets with membership values in a ruler by giving an inductive definition. There is a sense in which each fuzzy set $x$ in his hierarchy has a natural ordinal rank given by the smallest $a$ such that $x \in R(a)$. Gottwald calls the elements with rank $> 0$ fuzzy sets to distinguish them from the ur-elements with rank 0. The empty
fuzzy set has rank 1, as do other fuzzy subsets in the sense of Zadeh of the set of ur-elements.

The question of ur-elements needs to be revisited, as these may be important for applications. Unfortunately, almost no attention has been given to this important aspect of Gottwald’s paper.

The power set problem has been resolved only comparatively recently within the setting of monoidal and other kinds of categories (cf. work of Höhle, Stout, Rodabaugh and others). Approach using the apparatus of (mathematical) categories is useful from the foundational point of view.

The algebraic approach of Bandler and Kohout that uses the many-valued logic connectives directly, is more suitable for development of calculi of fuzzy relations, interval fuzzy logics, and knowledge elicitation. From categorial point of view it is related to esomathematical use of category theory pioneered by Bandler [1].

### 3.3 Fuzzy Set Inclusion

There is rather large literature on this aspect. This unfortunately most papers in this category develop idea in isolation from the power set concept. The papers divide into two groups:

1. papers taking the inclusion predicate just as an index of subsetness, and
2. papers that provide axioms for various “desirable” properties of inclusion predicate.

In the first group are papers by Young [26], Kosko, Bustince [9], Bodenhofer, [8] and others. In the second group (axioms of desirable properties) are papers by Singha and Dougherty [20], Pappis et al, important paper by Kitanik, etc. The extended version of this paper will provide a detailed survey with bibliography which for lack of space cannot be provided here. There are several hundred of quotations of [5], mostly related to the viewing set inclusion as a measure, a subsetness indicator; or quoting Bandler and Kohout’s work as a useful repertory of properties of implication operators\(^2\). Only scant attention is paid to other, equally important aspects of the papers that have been surveyed in greater detail in the previous sections.

\(^2\)None of the authors quoted in this section seem to realize that we have also provided the definition of the mean subsethood [3] and used it extensively in applications since 1979 [4],[7]. Even for crisp sets the mean subsetness yields fuzzy values [7]. Willmott’s interest in mean inclusion was triggered by [3],[4] while visited us at Essex. His visit was supported by an SERC grant that was obtained by Bandler for this visit.

### 4 Summary of Responses

The response in the literature and the influence of the paper on the subsequent work can be summarised as follows.

The paper of Bandler and Kohout [3] presented new concepts and stated also their mutual relationships. The results of investigation of properties of various implication operators \(\rightarrow\), of various inclusion predicates \(\subseteq\), and of various constructs made from fuzzy sets by fuzzy operators have been recognised and quoted. On the other hand, the important links between these have scarcely been noticed, and the relation of these to the concept of the power set have been almost completely overlooked.

Bandler and Kohout’s ideas that were first outlined in [3] further branched into fuzzy relational calculi exploring BK-products of relations – here the first bridging papers are [7],[6]. The paper [7] also contained the Checklist Paradigm that has provided the semantics and the tools for interval fuzzy logics [17].

Unfortunately, because in the truncated version of [3] published in Fuzzy Sets and Systems did not contain the section 1 of [3], the fuzzy community views these three branches that stem from unified foundational study presented in [3] as completely unrelated.

The full report on which this brief EUSFLAT 07 paper is based, lists and more fully describes these developments that are related despite of the received view in the fuzzy community that that represent totally different branches of fuzzy set theory. Because the fuzzy field is rapidly dividing into many specialities and fragmenting view examining these old links may help to make new connection that counteract this undesirable fragmentation. It is clear that we need more and deeper foundational studies.

### 5 The Need for Foundational Studies

Contemporary mathematical logic is conveniently classified into the parts listed below, which extend into the many-valued domain of fuzzy structures by means of judicious fuzzification. It can be seen that Zadeh and his disciples attempted to fuzzify with success some of these, now classical parts of mathematical logic. Some selected references of such attempts are listed together with the classification below.

- Recursive functions.
- Set theory.
- Arithmetics.
• Quantification & identity.
• Propositional logic.

Although the above hierarchy covers what is known as mathematical logic – the logic intimately linked with the foundations of mathematics and computation, other approaches to logic stem from the linguistic philosophy and the linguistic proper. So, in any foundational studies, attention has to be paid also to these.

Höhle and Stout ask a pertinent question in the context of foundational studies, and offer an answer [14]

What should the study of foundations of fuzzy sets offer? Certainly it should place fuzzy sets in a longer and broader tradition of many-valued mathematics ... but it must also speak to the needs of the practitioner of applied fuzzy set theory. A foundation for fuzzy set theory should provide a rigorous base for the actual practice of those applying the theory. ... people working with fuzzy sets want to use them for practical purposes ... These practitioners need a fuzzy set theory which is robust ... not particularly sensitive to the details of the model and connectives used but flexible enough so that the model can be tuned to provide high levels of performance. Thus a foundation for fuzzy sets needs to provide for a variety of connectives while clarifying the bounds on choices available.

The second property that foundation should have is elegance. ... We can also ask if a foundation can take into account the ‘linguistic variables’ and experimental, computational approach.

The suggestions are a good start, but in my opinion, one has to go even further. One has to build on algebraic strength of many-valued logic also learning from its failure to tap the conceptual and formal resources of contemporary philosophical logic.

The foundations of fuzzy sets, logics and systems contain some general systemic concepts that run across the boundary between theory and methodology. Although the initial motivation came from Systems Science through the important work of Zadeh that predated his first paper on fuzzy sets in 1965, the field has become rather fragmented in the last decade, losing to a great extent its initial cross disciplinary character. There is also a wide gap between mathematical and philosophical formal logic. Mathematical theory of General Systems has some features that may help to bridge this gap by mediating communication between the two disparate logic disciplines. Also the notions of dynamics, stability, approximation, optimisation etc. may provide a fertile ground for formalisation employing the notion of many-valuedness; in particular in the form of many-valued logic based algebraic theories of relations.

So, in a foundational analysis we have to distinguish sharply not only

1. mathematical questions,
2. logical questions,
3. ontological, epistemological and metaphysical questions,

but also look at their interrelationship, with particular emphasis on many-valued systems. For example, there are some interesting links between the mathematical and logical features of fuzzy structures of any kind and the ontological and epistemological questions of the foundational concepts. In order to bring these out explicitly, we need to employ an adequate method of conceptual analysis. In (1) we deal with the structure; in (2) we add to the structure the logical form. In (3) we deal with the problem of ontology; epistemology of the primitive concepts and perhaps, some minimal metaphysics of the systems involved; and also with the questions of selection and justification of the appropriate meaning of the concepts employed. We have also to add the problems of methods of enquiry and problem solving. This provides us with a conceptual framework, on the backcloth of which we should judge the issues dealt with comparative studies of various approaches in the field of fuzzy sets and systems.
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Abstract

A dialogue game based approach to the problem of providing a deeper semantic foundation for $t$-norm based fuzzy logics is explored. In particular, various versions, extensions and alternatives to Robin Giles's dialogue and betting game for $\lambda$-Lukasiewicz logic are re-visited and put in the context of other foundational research in logic. It emerges that dialogue games cover a wide range of topics relevant to approximate reasoning.
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1 Introduction

The adequate formalization of correct reasoning with vague notions and propositions is an important challenge in logic, computer science, as well as in philosophy. Many experts agree that modeling vagueness triggers reference to degrees of truth (but should strictly be distinguished from degrees of belief, and therefore requires methods different from probability theory and from modal logic). Fuzzy Logics, taken here in Zadeh's 'narrow sense' [18], are based on the extension of the two classical truth values by infinitely many intermediary degrees of truth. Formal deduction systems for specific fuzzy logics abound; however these systems are hardly ever explicitly related to models of correct reasoning with vague information. In other words: the challenge to derive inference systems for fuzzy logics from first principles about approximate reasoning is as yet largely unmet. The reference to general models of reasoning and to theories of vagueness—a prolific discourse in contemporary analytic philosophy—is only implicit, if not simply missing, in most presentations of inference systems for fuzzy logics. Some notable exceptions are: Ruspini's similarity semantics [25]; voting semantics [16]; 're-randomizing semantics' [15]; measurement-theoretic justifications [4]; the Ulam-Rényi game based interpretation of D. Mundici [20]; and 'acceptability semantics' of J. Paris [22]. As we have argued elsewhere [8], these formal semantics for various $t$-norm based logics (in particular Łukasiewicz logic) should be placed in the wider discourse on adequate theories of vagueness, a prolific subfield of analytic philosophy.

Here, we focus on a specific approach to derive logics from fundamental reasoning principles that was initiated by Robin Giles already in the 1970s [12]. This concept combines Paul Lorenzen's attempt to provide a dialogical foundation of logic in general (explained, e.g., in [17] and [2]) with a 'risk based' evaluation of atomic propositions that is specific to the context of vagueness understood as a phenomenon implying 'dispersion'. By the latter notion Giles refers to the fact that binary (yes/no)-experiments set up to test the acceptability of vague atomic assertions may show different outcomes when repeated. As we will see in Section 8, this concept allows to relate two seemingly very different theories of vagueness. Namely the familiar degree based, truth functional, approach of $t$-norm based fuzzy logic, on the one hand side, and 'supervaluationism', introduced by Kit Fine [11] and currently very popular among philosophers of vagueness, on the other hand side.

We will briefly review Giles's characterization of Łukasiewicz logic and provide an overview over more recent results covering a wider range of logics. As a sort of conclusion, we will indicate connections of the dialogical paradigm to other important foundational research programs in contemporary logic.

For brevity we restrict our attention to propositional logics, here. We assume the reader to be familiar with the basic concepts of $t$-norm based fuzzy logics as presented, e.g., in [14]. On the other hand we aim at a self-contained presentation as far as the (presumably less well known) concept of dialogue games as formal foundation of logical reasoning is concerned.
Giles’s game for Łukasiewicz logic

Giles’s analysis [12] of approximate reasoning originally referred to the phenomenon of ‘dispersion’ in the context of physical theories. Later Giles [13] explicitly applied the same concept to the problem of providing ‘tangible meanings’ to (logically complex) fuzzy propositions. For this purpose he introduces a game that consists of two independent components:

(1) Betting for positive results of experiments.

Two players—say: me and you—agree to pay 1€ to the opponent player for every false statement they assert. By \([p_1, \ldots , p_m || q_1, \ldots , q_n]\) we denote an elementary state of the game, where I assert each of the \(q_i\) in the multiset \(\{q_1, \ldots , q_n\}\) of atomic statements (represented by propositional variables), and you, likewise, assert each atomic statement \(p_i \in \{p_1, \ldots , p_m\}\).

Each propositional variable \(q\) refers to an experiment \(E_q\) with binary (yes/no) result. The statement \(q\) can be read as ‘\(E_q\) yields a positive result’. Things get interesting as the experiments may show dispersion; i.e., the same experiment may yield different results when repeated. However, the results are not completely arbitrary: for every run of the game, a fixed risk value \(\langle q \rangle^r \in [0,1]\) is associated with \(q\), denoting the probability that \(E_q\) yields a negative result.

For the special atomic formula \(\bot\) (falsum) we define \(\langle \bot \rangle^r = 1\). The risk associated with a multiset \(\{p_1, \ldots , p_m\}\) of atomic formulas is defined as \(\langle p_1, \ldots , p_m \rangle^r = \sum_{i=1}^{m} \langle p_i \rangle^r\). The risk \(\langle \cdot \rangle^r\) associated with the empty multiset is defined as 0. The risk associated with an elementary state \([p_1, \ldots , p_m || q_1, \ldots , q_n]\) is calculated from my point of view. Therefore the condition \(\langle p_1, \ldots , p_m \rangle^r \geq \langle q_1, \ldots , q_n \rangle^r\) expresses that I do not expect any loss (but possibly some gain) when betting on the truth of atomic statements, as explained above.

(2) A dialogue game for the reduction of compound formulas.

Giles follows ideas of Paul Lorenzen and his school that date back already to the 1950s (see, e.g., [17]) and constrains the meaning of logical connectives by reference to rules of a dialogue game that proceeds by systematically reducing arguments about compound formulas to arguments about their subformulas.

We at first assume that formulas are built up from propositional variables, the falsity constant \(\bot\), and the connective \(\rightarrow\) only.\(^1\) The central dialogue rule can then be stated as follows:

\(R_-\) If I assert \(A \rightarrow B\) then, whenever you choose to attack this statement by asserting \(A\), I have to assert also \(B\). (And vice versa, i.e., for the roles of me and you switched.)

This rule reflects the idea that the meaning of implication is specified by the principle that an assertion of ‘if \(A\), then \(B\)’ \((A \rightarrow B)\) obliges one to assert \(B\), if \(A\) is granted.

In contrast to dialogue games for intuitionistic logic [17, 7], no special regulation on the succession of moves in a dialogue is required here. However, we assume that each assertion is attacked at most once: this is reflected by the removal of \(A \rightarrow B\) from the multiset of all formulas asserted by a player during a run of the game, as soon as the other player has either attacked by asserting \(A\), or has indicated that she will not attack \(A \rightarrow B\) at all. Note that every run of the dialogue game ends in an elementary state \([p_1, \ldots , p_m || q_1, \ldots , q_n]\). Given an assignment \(\langle \cdot \rangle^r\) of risk values to all \(p_i\) and \(q_i\) we say that I win the corresponding run of the game if I do not expect any loss, i.e., if \(\langle p_1, \ldots , p_m \rangle^r \geq \langle q_1, \ldots , q_n \rangle^r\).

As an almost trivial example consider the game where I initially assert \(p \rightarrow q\) for some atomic formulas \(p\) and \(q\); i.e., the initial state is \([p \rightarrow q]\). In response, you can either assert \(p\) in order to force me to assert \(q\), or explicitly refuse to attack \(p \rightarrow q\). In the first case, the game ends in the elementary state \([p][q]\); in the second case it ends in state \([\bot]\). If an assignment \(\langle \cdot \rangle^r\) of risk values gives \(\langle p \rangle^r \geq \langle q \rangle^r\), then I win, whatever move you choose to make. In other words: I have a winning strategy for \(p \rightarrow q\) in all assignments of risk values where \(\langle p \rangle^r \geq \langle q \rangle^r\).

Recall that a valuation \(v\) for Łukasiewicz logic \(\mathbb{L}\) is a function assigning values \(\in [0,1]\) to the propositional variables and 0 to \(\bot\), extended to compound formulas using the truth function \(x \Rightarrow_y = \inf\{1, 1 - x + y\}\).

**Theorem.** (R. Giles [12])

Every assignment \(\langle \cdot \rangle^r\) of risk values to atomic formulas occurring in a formula \(F\) induces a valuation \(v_{\langle \cdot \rangle^r}\) for \(\mathbb{L}\) such that \(v_{\langle \cdot \rangle^r}(F) = 1\) iff I have a winning strategy for \(F\) in the game presented above.

**Corollary.**

\(F\) is valid in \(\mathbb{L}\) iff, for all assignments of risk values to atomic formulas occurring in \(F\), I have a winning strategy for \(F\).

3 Other connectives

Although all other connectives can be defined in Łukasiewicz logic from \(\rightarrow\) and \(\bot\) alone, it will be helpful to illustrate the idea that the meaning of all rele-
vant connectives can be specified directly by intuitively plausible dialogue rules. Interestingly, for conjunction two different rules seem to be plausible candidates at a first glance:

\[(R_\land)\text{ If I assert } A_1 \land A_2 \text{ then I have to assert also } A_i \text{ for any } i \in \{1, 2\} \text{ that you may choose.}\]

\[(R_{\land'})\text{ If I assert } A_1 \land' A_2 \text{ then I have to assert also } A_1 \text{ as well as } A_2.\]

Of course, both rules turn into rules referring to your claims of a conjunctive formula by simply switching the roles of the players (‘I’ and ‘you’).

Rule \((R_\land)\) is dual to the following natural candidate for a disjunction rule:

\[(R_\lor)\text{ If I assert } A_1 \lor A_2 \text{ then I have to assert also } A_i \text{ for some } i \in \{1, 2\} \text{ that I myself may choose.}\]

Moreover, it is clear how \((R_\land)\) generalizes to a rule for universal quantification.

It follows already from results in [12] that rules \((R_\land)\) and \((R_{\land'})\) are adequate for ‘weak’ conjunction and disjunction in \(\mathbf{L}\), respectively. \(\land\) and \(\lor\) are also called ‘lattice connectives’ in the context of fuzzy logics, since their truth functions are given by \(v(A \land B) = \inf\{v(A), v(B)\}\) and \(v(A \lor B) = \sup\{v(A), v(B)\}\).

The question arises, whether one can use the remaining rule \((R_{\lor'})\) to characterize strong conjunction \((\&)\) which corresponds to the \(t\)-norm \(x \ast_t y = \sup\{0, x + y - 1\}\).

However, rule \((R_{\lor'})\) is inadequate in the context of our betting scheme for random evaluation in a precisification space. The reason for this is that we have to ensure that for each (not necessarily atomic) assertion that we make, we risk a maximal loss of 1\(\mathsf{E}\) only. It is easy to see that rules \((R_\land)\), \((R_{\land'})\), and \((R_{\lor'})\) comply with this ‘principle of limited liability’. However, if I assert \(p \land' q\) and we proceed according to \((R_{\lor'})\), then I end up with a loss of 2\(\mathsf{E}\), in case both experiments \(E_p\) and \(E_q\) fail. There is a simply way to rephrase this situation to obtain a rule that is adequate for \((\&)\): Allow any player who asserts \(A_1\) \& \(A_2\) to hedge her possible loss by asserting \(\perp\) instead of \(A_1\) and \(A_2\), if wished. Asserting \(\perp\), of course, corresponds to the obligation to pay 1\(\mathsf{E}\) (but not more) in the resulting final state. We obtain the following rule for strong conjunction:

\[(R_{\&})\text{ If I assert } A_1 \& A_2 \text{ then I either have to assert } A_1 \text{ as well as } A_2, \text{ or else I have to assert } \perp.\]

In a similar way, also dialogue rules for negation, ‘strong’ disjunction, and equivalence can be formulated directly, instead of just derived from \((R_\land)\).

4 Beyond Łukasiewicz logic

There is an interesting ambiguity in the phrase ‘betting for positive results of (a multiset of) experiments’ that describes the evaluation of elementary states of the dialogue game. As explained above, Giles identifies the combined risk for such a bet with the sum of risks associated with the single experiments. However, other ways of interpreting the combined risk are worth exploring. In [6] we have considered a second version of the game, where an elementary state \([p_1, \ldots, p_m][q_1, \ldots, q_n]\) corresponds to my single bet that all experiments associated with the \(q_i\), where \(1 \leq i \leq n\), show a positive result, against your single bet that all experiments associated with the \(p_i\) \((1 \leq i \leq m)\) show a positive result. A third form of the game arises (again, see [6]) if one decides to perform only one experiment for each of the two players, where the relevant experiment is chosen by the opponent.

It turns out that these three betting schemes constitute three versions of Giles’s game that are adequate for the three fundamental logics \(\mathbf{L}\) (Łukasiewicz logic), \(\mathbf{P}\) (Product logic), and \(\mathbf{G}\) (Gödel logic), respectively. To understand this result it is convenient to invert risk values into probabilities of positive results (yes-answers) of the associated experiments. More formally, the value of an atomic formula \(q\) is defined as \(\langle q \rangle = 1 - \langle \neg q \rangle\); in particular, \(\langle \perp \rangle = 0\).

My expected gain in the elementary state \([p_1, \ldots, p_m][q_1, \ldots, q_n]\) in Giles’s game for \(\mathbf{L}\) is the sum of money that I expect you to have to pay me minus the sum that I expect to have to pay you. This amounts to \(\sum_{i=1}^m (1 - \langle p_i \rangle) - \sum_{i=1}^n (1 - \langle q_i \rangle)\)\(\mathsf{E}\). Therefore, my expected gain is greater or equal to zero iff \(1 + \sum_{i=1}^m (\langle p_i \rangle - 1) \leq 1 + \sum_{i=1}^n (\langle q_i \rangle - 1)\) holds. The latter condition is called winning condition \(W_\mathbf{L}\). (Note that ‘winning’ here refers to expected gain: although, in this sense, I ‘win’ in state \([p][p]\), I still lose 1\(\mathsf{E}\) in those concrete runs of the game, where the instance of the experiment \(E_p\) referring to my assertion of \(p\) results in ‘no’, but where the instance of \(E_p\) referring to your assertion of \(p\) end positively (answer ‘yes’).

In the second version of the game, you have to pay me 1\(\mathsf{E}\) unless all experiments associated with the \(p_i\) test positively, and I have to pay you 1\(\mathsf{E}\) unless all experiments associated with the \(q_i\) test positively. My expected gain is therefore \(1 - \prod_{i=1}^m (\langle p_i \rangle - (1 - \prod_{i=1}^n (\langle q_i \rangle))\)\(\mathsf{E}\); the corresponding winning condition \(W_\mathbf{P}\) is \(\prod_{i=1}^m (\langle p_i \rangle) \leq \prod_{i=1}^n (\langle q_i \rangle)\).

To maximize the expected gain in the third version of the game I will choose a \(p_i \in \{p_1, \ldots, p_m\}\) where the probability of a positive result of the associated experiment is least; and you will do the same for the
q_i's that I have asserted. Therefore, my expected gain is \((1 - \min_{1 \leq i \leq m}(p_i)) - (1 - \min_{1 \leq i \leq n}(q_i))\) €.

Hence the corresponding winning condition \(W_{\min}\) is \(\min_{1 \leq i \leq m}(p_i) \leq \min_{1 \leq i \leq n}(q_i)\).

We thus arrive at the following definitions for the value of a multiset \(\{p_1, \ldots, p_n\}\) of atomic formulas, according to the three versions of the game:

\[
\langle p_1, \ldots, p_n \rangle_L = 1 + \sum_{i=1}^{n} (p_i - 1)
\]

\[
\langle p_1, \ldots, p_n \rangle_P = \prod_{i=1}^{n} (p_i)
\]

\[
\langle p_1, \ldots, p_n \rangle_G = \min_{1 \leq i \leq n}(p_i).
\]

For the empty multiset we define \(\langle \bot \rangle_L = \langle \bot \rangle_P = \langle \bot \rangle_G = 1\).

In contrast to \(L\), the dialogue game rule (R) does not suffice to characterize \(P\) and \(G\). To see this, consider the state \(\langle p \rightarrow \bot \rangle\). According to rule (R) I may assert \(p\) in order to force you to assert \(\bot\). Since \(\langle \bot \rangle = 0\), the resulting elementary state \(\langle \bot \mid [p, q] \rangle\) fulfills the winning conditions \(\langle \bot \rangle \leq \langle p \rangle \cdot \langle q \rangle\) and \(\langle \bot \rangle \leq \min\{\langle p \rangle, \langle q \rangle\}\), that correspond to \(P\) and \(G\), respectively. However, this is at variance with the fact that for assignments where \(\langle p \rangle = 0\) and \(\langle q \rangle < 1\) you have asserted a statement \(\langle p \rightarrow \bot \rangle\) that is definitely true \(\langle p \rightarrow \bot \rangle = 1\), whereas my statement \(q\) is not definitely true \(\langle q \rangle < 1\).

There are different ways to address the indicated problem. They all seem to imply a break of the symmetry between the roles of the two players (me and you). We have to distinguish between elementary states in which my expected gain is non-negative and those in which my expected gain is strictly positive. Accordingly, we introduce a (binary) signal or flag \(\nabla\) into the game which, when raised, announces that I will be declared the winner of the current run of the game, only if the evaluation of the final elementary state yields a strictly positive (and not just non-negative) expected gain for me. This allows us to come up with a version of the dialogue rules for implication that can be shown to lead to adequate games for all three logics considered here (\(L, P, G\)):

\(L^*\) If I assert \(A \rightarrow B\) then, whenever you choose to attack this statement by asserting \(A\), I have the following choice: either you assert \(B\) in reply or I challenge your attack on \(A \rightarrow B\) by replacing the current game with a new one in which you assert \(A\) and I assert \(B\).

In formulating an adequate rule for my attacks on your assertions of an implicational formulas we have to use the flag signalling the strict case of the winning condition:

\(G^*\) If you assert \(A \rightarrow B\) then, whenever I choose to attack this statement by asserting \(A\), you have the following choice: either you assert \(B\) in reply or you challenge my attack on \(A \rightarrow B\) by replacing the current game with a new one in which the flag \(\nabla\) is raised and I assert \(A\) while you assert \(B\).

In contrast to \(L\), in \(G\) and \(P\) the other connectives cannot be defined from \(\rightarrow\) and \(\bot\) alone. However, the rules presented in Section 3 turn out to be adequate for \(G\) and \(P\), too. In the case of Gödel logic (\(G\)), the two versions of conjunction (‘strong’ and ‘weak’) coincide. This fact, that is well known from the algebraic view of \(t\)-norm based logic (see, e.g., [14]) can also be obtained by comparing optimal strategies involving the rules \((R_\alpha)\) and \((R_{G\&})\), respectively.

5 Truth comparison games

In [9] yet another dialogue game based approach to reasoning in Gödel logic has been described. It relies on the fact that \(G\) is the only \(t\)-norm based logic, where the validity of formulas depends only on the relative order of the values of the involved propositional variables. This observation arguably is of philosophical interest in the context of scepticism concerning the meaning of particular real numbers \(\in [0, 1]\) understood as ‘truth values’. To emphasize that only the comparison of degrees of truth, using the standard order relations \(\leq\) and \(=\), is needed in evaluating formals in \(G\), one may refer to a dialogue game which is founded on the idea that any logical connective \(\circ\) of \(G\) can be characterized via an adequate response by a player \(X\) to player \(Y\)’s attack on \(X\)’s claim that a statement of form \((A \circ B) \subset C\) or \(C \subset (A \circ B)\) holds, where \(\subset\) is either \(\leq\) or \(\leq\).

We need the following definitions. An assertion \(F \subset G\) is atomic if \(F\) and \(G\) are either propositional; otherwise it is a compound assertion. Atomic assertions of form \(p < p, p < \bot, \top < p, p < p\) are called elementary contradictions. An elementary order claim is a set of two assertions of form \(\{E \subset_1 F, F \subset_2 G\}\), where \(E, F, G\) are atoms, and \(\subset_1, \subset_2 \in \{<, \leq\}\).

Following traditional terminology, introduced by Paul Lorenzen, we call the player that initially claims the validity of a chosen formula the Proponent \(P\), and the player that tries to refute this claim the Opponent \(O\). The dialogue game proceeds in rounds as follows:

1. A dialogue starts with \(P\)’s claim that a formula \(F\) is valid. \(O\) answers to this move by contradicting this claim with the assertion \(F \subset \top\).

2. Each following round consists in two steps:

   (i) \(P\) either attacks a compound assertion or an elementary order claim, contained in the set
of assertions that have been made by O up
to to this state of the dialogue, but that have
not yet been attacked by P.

(ii) O answers to the attack by adding a set of assertions according to the rules of Table 1 (for compound assertions) and Table 2 (for elementary order claims).

3. The dialogue ends with P as winner if O has asserted an elementary contradiction. Otherwise, O wins if there is no further possible attack for P.

Table 1: Rules for connectives

<table>
<thead>
<tr>
<th>P attacks:</th>
<th>O asserts as answer:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A &amp; B \preceq C )</td>
<td>( { A \preceq C } ) or ( { B \preceq C } )</td>
</tr>
<tr>
<td>( C \preceq A &amp; B )</td>
<td>( { C \preceq A, C \preceq B } )</td>
</tr>
<tr>
<td>( A \lor B \preceq C )</td>
<td>( { A \preceq C, B \preceq C } )</td>
</tr>
<tr>
<td>( C \preceq A \lor B )</td>
<td>( { C \preceq A } ) or ( { C \preceq B } )</td>
</tr>
<tr>
<td>( A \rightarrow B \preceq C )</td>
<td>( { B &lt; A, B \preceq C } )</td>
</tr>
<tr>
<td>( C \preceq A \rightarrow B )</td>
<td>( { A \preceq B } ) or ( { A \preceq C } )</td>
</tr>
</tbody>
</table>

In the first four lines, \( \preceq \) denotes either \( < \) or \( \leq \), consistently throughout each line. Assertions, which involve a choice of O in the answer (indicated by ‘or’) are called or-type assertions. All other assertions are of and-type.

Table 2: Rules for elementary order claims

<table>
<thead>
<tr>
<th>P attacks:</th>
<th>O asserts as answer:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( { A \preceq B, B \preceq C } )</td>
<td>( { A \preceq C } )</td>
</tr>
<tr>
<td>( { A &lt; B, B \preceq C } )</td>
<td>( { A \preceq C } )</td>
</tr>
<tr>
<td>( { A \preceq B, B &lt; C } )</td>
<td>( { A \preceq C } )</td>
</tr>
</tbody>
</table>

where \( \preceq \) is either \( < \) or \( \leq \).

Remark. Instead of considering the rules of Table 1 and 2 as derived from the truth functions for G, one may argue that the dialogue rules are derived from fundamental principles about reasoning in a truth functional, order based fuzzy logic.

Consider the example of conjunction. We contend that anyone who claims ‘\( A \& B \) is at least as true as \( C \)’ (for any concrete statements \( A, B, \) and \( C \)) has to be prepared to defend the claim that ‘\( A \) is at least as true as \( C \)’ and the claim that ‘\( B \) is at least as true as \( C \)’. On the other hand, the claim that ‘\( C \) is at least as true as \( A \& B \)’, arguably, should be supported either by ‘\( C \) is at least as true as \( A \’ or by ‘\( C \) is at least as true as \( B \’ (Likewise, if we replace ‘at least as true’ by ‘truer than’.) One may then go on to argue that this reading of the rules for & in Table 1 completely determines correct reasoning about assertions of this form. Form this assumption, one can derive that \( v(A \& B) = \min(v(A), v(B)) \) is the only adequate definition for the semantics of conjunction in this setting.

The case for disjunction is very similar. Implication, as usual, is more controversial. However, it is easy to see that there are hardly any reasonable alternatives to our rules, if the truth of any assertion involving a formula \( A \rightarrow B \) should only depend on the relative degree of truth of \( A \) and \( B \) (but should not depend on the result of an arithmetical operations that had to be performed on the values of \( A \) and \( B \), respectively).

Formally we may summarize this analysis of Gödel logic as follows:

**Theorem.** [9]

A formula \( F \) is valid in \( G \) iff there exists a winning strategy for \( P \) on \( F \) in the presented comparison game.

6 Pavelka style reasoning

An important paradigm for approximate reasoning has been explored in a series of papers by J. Pavelka [23]. It is sometimes also advocated as ‘fuzzy logic with evaluated syntax’ (see, e.g., [21]). In this approach one makes the reference to degrees of truth explicit by considering graded formulas \( r : F \) as basic objects of inference, where \( r \) is a rational number \( r \in [0, 1] \) and \( F \) is an \( \mathcal{L} \)-formula, with the intended interpretation that \( F \) is evaluated to a value \( r \). The resulting logic is called rational Pavelka logic RPL in [14].

Inference systems for RPL can be obtained by using the following graded version of modus ponens as rule of derivation:

\[
\begin{align*}
\frac{r : A \quad s : A \rightarrow B}{r \ast_{\mathcal{L}} s : B}
\end{align*}
\]

Completeness and soundness of such systems can be stated as the coincidence of the truth degree \( \| F \|_T \) of \( F \) over some theory (set of graded formulas) \( T \) with the provability degree \( \| F \|_P \) of \( F \) over \( T \). Here \( \| F \|_T \) is defined as \( \inf_{v \in \mathcal{V}_T} v(F) \), where \( \mathcal{V}_T \) is the set of all valuations satisfying \( T \); and \( \| F \|_P \) is defined as \( \sup \{ r \mid T \vdash r : F \} \), where \( \vdash \) denotes the indicated derivability relation. (See, e.g., [14] for details.)

It is easy to see that Giles’s dialogue game for \( \mathcal{L} \) can be adapted to RPL, since a graded formula \( r : F \) can be expressed as \( r \rightarrow F \) in \( \mathcal{L} \) if \( L \) is extended by truth constants \( \bar{r} \) for all rationals \( r \in [0, 1] \), interpreted by stipulating \( v(\bar{r}) = r \). The only change in Giles’s original dialogue and betting scenario (explained in Section 2) is the additional reference to special elementary experiments \( E_r \) with fixed success probabilities \( r \). Such experiments can easily be defined for all rational \( p \) by referring to a certain number of fair coin tosses and an adequate definition of a ‘positive result’. According to the dialogue rule \( (R_{m}) \) of Section 2 an attack on the graded statement \( r : F \) (\( \bar{r} \rightarrow F \)) indicates the willingness of the attacking player to bet on a positive result of \( E_{\bar{r}} \) in exchange for an assertion of \( F \) by the
other player. Clearly, one can simplify the overall pay-
off scheme by stipulating that an attack by player X
on a graded formula $r : F$ consists in paying $(1 - r)\varepsilon$
to the opponent player Y and thereby forcing Y to
continue the game with an assertion of $F$.

Since L is the only fuzzy logic, where also the residuum
$\Rightarrow_l$ of the underlying t-norm is a continuous function,
one cannot readily transfer the concept of provability
degrees that match truth degrees to other logics. Never-
theless, it makes sense to enrich the syntax of Gödel
logic G and Product logic P not only by rational truth
constants, but also by a binary connective ‘:’ with the
corresponding truth function $\vdash$ given by

$$
x \vdash y = \begin{cases} 
1 & \text{if } x \leq y \\
0 & \text{otherwise}
\end{cases}
$$

Whereas Hilbert-style axiomatizations of such en-
riched logics, which contain ‘evaluated syntax’, seem
evasive (beyond RPL), it is rather straightforward to
define dialogue game rules and pay-off schemes that
capture the intended meaning of the thus extended
versions of G and P. Moreover, in the case of G, it
is also possible to extend the truth comparison game
sketched in Section 5 to include evaluated syntax. (De-
tails are left to future work.)

7 Connections to supervaluation

Supervaluation is a widely discussed concept in philo-
sophical logic. Kit Fine has pioneered its application
to formal languages that accommodate vague propos-
itions in [11], a paper that remains an important ref-
ence point for philosophers of language and logic.

The main idea is to evaluate propositions not simply
with respect to classical interpretations—i.e., assign-
ments of the truth values 0 (‘false’) and 1 (‘true’) to
atomic statements—but rather with respect to a whole
space II of (possibly) partial interpretations. For every
partial interpretation $I$ in II, II is required to contain
also a classical interpretation $I'$ that extends $I$. $I'$ is
called an admissible (complete) precisification of $I$.

A proposition is called supertrue in II if it evaluates to 1
in all admissible precisifications, i.e., in all classical
interpretations contained in II.

Supervaluation and fuzzy logics can be viewed as cap-
turing contrasting, but individually coherent intuitions
about the role of logical connectives in vague state-
ments. Consider a sentence like

(*): “The sky is blue and is not blue.”

When formalized as $b \& \neg \neg b$, (*) is superfalse in all pre-
cisification spaces, since either $b$ or $\neg \neg b$ is evaluated
to 0 in each precisification. This fits Kit Fine’s moti-
vation in [11] to capture ‘penumbral connections’ that
prevent any mono-colored object from having two col-
ors at the same time. According to Fine’s intuition
the statement “The sky is blue” absolutely contradicts
the statement “The sky is not blue”, even if neither
statement is definitely true or definitely false. Con-
sequently (*) is judged as definitely false, although
admittedly composed of vague sub-statements. On
the other hand, by asserting (*) one may intend to
convey the information that both component state-
ments are true only to some degree, different from 1
but also from 0. Under this reading and certain ‘nat-
ural’ choices of truth functions for $\&$ and $\neg$ the state-
ment $b \& \neg b$ is not definitely false, but receives some
intermediary truth value.

In [10], we have worked out a dialogue game based
attempt to reconcile supervaluation and t-norm based
(‘fuzzy’) evaluation within a common formal frame-
work. To this aim we interpret ‘supertruth’ as a
modal operator and define a logic SL that extends
both, Lukasiewicz logic L, as well as the classical modal
logic S5.

Formulas of SL are built up from the propositional
variables $p \in V = \{p_1, p_2, \ldots\}$ and the constant $\bot$
using the connectives $\&$ and $\rightarrow$. The additional connectives $\neg$, $\land$, and $\lor$ are defined as explained above. In
accordance with our earlier (informal) semantic con-
Considerations, a precisification space is formalized as a
triple $(W, e, \mu)$, where $W = \{\pi_1, \pi_2, \ldots\}$ is a non-
empty (countable) set, whose elements $\pi_i$ are called
precisification points, $e$ is a mapping $W \times V \rightarrow \{0, 1\}$,
and $\mu$ is a probability measure on the $\sigma$-algebra formed
by all subsets of $W$. Given a precisification space
II = $(W, e, \mu)$ a local truth value $\|A\|_\pi$ is defined for
every formula $A$ and every precisification point $\pi \in W$
inductively by

$$
\|p\|_\pi = e(\pi, p), \text{ for } p \in V \\
\|\bot\|_\pi = 0 \\
\|A \& B\|_\pi = \begin{cases} 
1 & \text{if } \|A\|_\pi = 1 \text{ and } \|B\|_\pi = 1 \\
0 & \text{otherwise}
\end{cases} \\
\|A \rightarrow B\|_\pi = \begin{cases} 
1 & \text{if } \|A\|_\pi = 1 \text{ and } \|B\|_\pi = 0 \\
0 & \text{otherwise}
\end{cases} \\
\|SA\|_\pi = \begin{cases} 
1 & \text{if } \forall \sigma \in W : \|A\|_\sigma = 1 \\
0 & \text{otherwise}
\end{cases}
$$

Local truth values are classical and do not depend on
the underlying t-norm $*_{L_i}$. In contrast, the global truth
value $\|A\|_\Pi$ of a formula $A$ is defined by

$$
\|p\|_\Pi = \mu(\{\pi \in W | e(\pi, p) = 1\}), \text{ for } p \in V \\
\|\bot\|_\Pi = 0 \\
\|A \& B\|_\Pi = \|A\|_\Pi *_{L_i} \|B\|_\Pi \\
\|A \rightarrow B\|_\Pi = \|A\|_\Pi \Rightarrow_{L_i} \|B\|_\Pi \\
\|SA\|_\Pi = \|SA\|_\pi \text{ for any } \pi \in W
$$


Note that \(\|SA\|_\pi\) is the same value (either 0 or 1) for all \(\pi \in W\). In other words: ‘local’ supertruth is in fact already global; which justifies the above clause for \(\|SA\|_\pi\). Also observe that we could have used the global conditions, referring to \(\tau L\) and \(\Rightarrow L\), also to define \(\|A \& B\|_\pi\) and \(\|A \rightarrow B\|_\pi\), since the \(t\)-norm based truth functions coincide with the (local) classical ones, when restricted to \(\{0, 1\}\). (However that presentation might have obscured their intended meaning.)

Most importantly for our current purpose, it has been demonstrated in [10] that the evaluation of formulas of \(SL\) can be characterized by a dialogue game extending Giles’s game for \(L\), where ‘dispersive elementary experiments’ (see Section 2) are replaced by ‘indeterministic evaluations’ over precisification spaces. The dialogue rule for the supertruth modality involves a relativization to specific precisification points:

\[
(R5) \text{ If I assert } SA \text{ then I also have to assert that } A \text{ holds at any precisification point } \pi \text{ that you may choose. (And vice versa, i.e., for the roles of me and you switched.)}
\]

The resulting game is adequate for \(SL\):

**Theorem.** [10]

A formula \(F\) is valid in \(SL\) iff for every precisification space \(\Pi\) I have a winning strategy for the game starting with my assertion of \(F\).

8 Dialogue games in a wider context

Having sketched the rather varied landscape of dialogue game based approaches to the foundations of fuzzy logic—following Giles’s pioneering work in the 1970s—we finally want to hint briefly at some connections with other foundational enterprises in logic. We think that these connections indicate potential benefits that the dialogue game approach might enjoy relative to alternative semantic frameworks mentioned in the introduction (Section 1).

**Connections to Lorenzen style constructivism.** It is certainly true that reasoning with vague notions and propositions poses challenges to philosophical logic that are different from well known concerns about, e.g., constructive meaning, adequate characterization of entailment (‘relevance’), or intentional logics. However, one should not dismiss the possibility that traditional approaches to foundational problems in logic may benefit be employed to enhance the understanding of fuzzy logics, too. Lorenzen’s dialogical paradigm is a widely discussed, flexible tool in such foundational investigations. (See, e.g., [2, 24, 17].) Its philosophical underpinnings can assist in the difficult task to derive mathematical structures that are used in fuzzy logics from more fundamental assumptions about correct reasoning. In this context, the fact that Lorenzen and his collaborators have (somewhat narrowly) focussed on intuitionistic logic, may help to uncover deep connections between constructive reasoning and reasoning under vagueness.

**Connections to ‘game logics’ and ‘logic games’.** In recent years the logical analysis of games as well as game theoretic approaches to logic emerge as prolific foundational research areas that entail interest in topics like dynamics and interaction of reasoning agents, analysis of strategies and different forms of knowledge. (See, e.g., [3] or www.illc.uva.nl/lgc/ for further references.) It is clear that dialogue games, like the ones described in this paper, nicely fit in this framework. Foundational research in fuzzy logic, along the lines indicated here, will surely profit from new results about games in logic and logic in games. Moreover, it is not unreasonable to hope that, vice versa, fuzzy logic has to offer interesting new perspectives on agent knowledge and interaction that will be taken up by ‘game logics’ in future research.

**Connections to proof search and analytic calculi.** The renewed interest in Giles’s game for \(L\), indicated in our brief survey, above, was in fact triggered by the discovery of relations between corresponding winning strategies, on the one hand side, and cut-free derivations in a so-called hypersequent system for \(L\) [19], on the other hand side. The logical rules of the uniform analytic proof system for \(L\), \(G\), and \(P\) introduced in [6], correspond directly the dialogue rules of the modified dialogue game described in Section 4, above. This entails a close correspondence between the systematic construction of winning strategies for the dialogue game and proof search strategies in the uniform analytic calculus. Moreover, this correspondence can be viewed as a general principle for the interpretation of logical rules in analytic (i.e., cut-free) hypersequent or sequent calculi in terms of the options of the two players in a dialogue game. It remains to be seen whether, as a consequence, the dialogue game approach can be used (beyond foundational concerns) also to model and plan efficient proof search.

**Connections to substructural logics.** Games that have been inspired by Lorenzen’s original dialogue game for intuitionistic logic are widely used in the analysis of (fragments of) linear logic and related formalism (see, e.g., [5, 1]). This research field, often simply called ‘game semantics’, highlights applications of rather abstract forms of dialogue games, where logical connectives are viewed as certain operators on formal games. While the emphasis in dialogue approaches to fuzzy logics, arguably, is closer to philosophical concerns about providing ‘tangible meaning’ (to use a phrase...
of Robin Giles), it is nevertheless evident that there are common interests in the search for alternative semantics of linear logic and t-norm based fuzzy logics, respectively. To name just one corresponding problem: How can the feature of ‘resource consciousness’ of logics be adequately characterized at the level of analytic reasoning? Dialogue semantics clearly aims at a direct model of this and related features of information processing, thus stressing the well known fact that t-norm based fuzzy logics can be viewed as a particular type of substructural logics.

Let us finally point out that this short survey on dialogue games for fuzzy logics is far from complete. Among related topics, pursued elsewhere, we just mention evaluation games, parallel dialogue games for intermediate logics (including G) and connections to Mundici’s analysis of the Ulam-Rényi game. However, already the results described here allow us to conclude that the dialogical approach, although originally developed in a quite different philosophical context, bears fruits also in the realm fuzzy logic.
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Abstract

This paper deals with the composition of multi-member decision making bodies (committees) on the basis of fuzzy individual preference relations over candidates. The methods discussed are basically extensions of the principles of optimal representation as spelled out by Chamberlin and Courant. Since these principles are defined for non-fuzzy individual preference rankings, we focus primarily on the essential ambiguity in determining the degree of representation associated with each possible committee when the individual preferences are fuzzy. Once this ambiguity is solved, the composition of an optimal committee is relatively straightforward.

1 Introduction

The setting studied by social choice theory is typically one where we are given a set \( N \) of voters, set \( K \) of alternatives, a profile \( R \) of voter opinions over alternatives and our task is to design a method for electing a subset of \( K \), i.e. a set of best alternatives or winner so that the voter opinions are reflected in the choice in a plausible (just, democratic, rational) way. Typically, it is assumed that the voter opinions can be represented as complete and transitive binary relations over \( K \). The plausibility of the choice procedure is determined by the conditions one imposes on the method. The social choice theory is well known for the plethora of negative results stating the incompatibility of several intuitively desirable properties of choice methods. The best-known of these results is undoubtedly Arrow’s (1961) theorem which states the incompatibility of universal domain, Pareto optimality, independence of irrelevant alternatives and non-dictatorship insofar as one is focusing on methods that result in complete and transitive relations over the alternatives. In other words, the result says that any rule that ends up with a ranking over alternatives must violate one or more of the just mentioned properties.

Arrow’s result has given rise to a vast literature which we shall not go into here. For the purposes of the present paper it is important to point out, however, that Arrow’s choice rule concept – a method that results in a (collective ) ranking – was eventually replaced by another concept, viz. that of a social choice correspondence which associates with each preference profile and an alternative set a subset of alternatives. In other words, the standard literature settled for a somewhat less demanding output of the choice rule.

While the choice of a winning alternative or – should there be a tie between several alternatives – alternatives has received a lot of attention in the literature, the composition of multi-member bodies has been the focus of relatively few scholarly works. Yet, multi-member bodies exhibit new types of challenges for research that cannot be answered by simply iterating choices of a method that results in one winner. One of these challenges is the notion of representation.

2 Optimal representation

According to a widely held view a voting body is representative to the extent its composition is a “mirror image” of the composition of its constituency. This is, of course, a very crude way of describing the degree of representation. A somewhat more precise way is to require that the distribution of opinions in the representative body is the same as in the electorate. Chamberlin and Courant impose the following requirements on representation [1]. A committee member represents a voter to the extent that

1. the committee member “makes present” the
voter’s opinions in the deliberations that take place within the committee,

2. the committee member is similarly responsive to various kinds of arguments presented in those deliberations as the voter, and

3. the committee member votes in the same way as the voter should the latter be present in the committee.

This is still too vague to provide a direct guideline for designing representative committees. To make the problem tractable we make resort to the standard assumptions of social choice theory mentioned above. More specifically, we assume that the voters are endowed with complete and transitive preference relations over candidates. In other words, rather than determining the degree of representation a posteriori, i.e. after the committee has been in office for some time, we assume that the voters know a priori which candidates best represent them.

We, thus, assume that the voters have complete and transitive binary preference relations over candidates and that we are to choose a maximally representative committee with \( k \) members on the basis of the preference information provided by the voters. Chamberlin and Courant suggest the following procedure. We first generate all \( k \)-member committees that can be formed out of the candidate set \( K \). For each possible committee, we, then, compute the number of individuals whose most preferred candidate is present in the committee. Denote this number by \( n_1 \). It can obviously be any number between 0 and \( n \), the total number of voters. Then count the number of voters whose first or second preference candidate is present in the committee and denote this by \( n_2 \). Continue in this manner until all ranks \( 1, \ldots, k \) have been considered.

We denote the set of all \( k \)-member committees by \( C_{k} \) with elements \( c_1, c_2, \ldots, c_s \). The value \( C(c_i) = \sum_{j=1}^{n_j} n_j \), for each \( i = 1, \ldots, s \) is the indicator of the representativeness of a committee: the higher the value, the better represented are the voters. Clearly, \( k \times n \) is the maximum attainable value and is associated with a committee where each voter’s first ranked candidate is present. Similarly, 0 is the minimum value of \( C(c_i) \). This “worst possible” committee has the distinction that no voter ranks any committee member higher than \( k + 1 \)th in his/her ranking.

It turns out that maximizing \( C(c_i) \) over all possible \( k \)-member committees amounts to maximizing the sum of the Borda scores of committee members. The most representative one-member committee is the one consisting of the candidate with the maximum Borda score. A maximally representative \( k \)-member committee, on the other hand, is determined by a modified Borda count as follows. Let us define each voter’s representative in a committee as the committee member getting the largest number of Borda points from that voter, i.e. the member ranked highest in the voter’s ranking over candidates. Thus, each voter has a representative in each committee. Now, let \( B(c_i) \) denote the sum over voters of the Borda points given to their representative in the committee \( c_i \). The most representative committee is then defined as \( c = \arg \max_i B(c_i) \), i.e. the committee where the sum of the Borda points given by each voter to his/her representative is maximal. This is, indeed, a modified Borda count since each voter gives only one score, viz. that of his/her representative.

## 3 Maximizing representation under fuzziness

Consider now the concept of representation in the context of fuzzy individual preference relations. Voter \( i \)'s preference relation over candidates can be presented as:

\[
\begin{array}{cccc}
- & r_{12}^i & \cdots & r_{1k}^i \\
r_{21}^i & - & \cdots & r_{2k}^i \\
\cdots & \cdots & \cdots & \cdots \\
r_{k1}^i & r_{k2}^i & \cdots & -
\end{array}
\]

Consider now voter \( i \) and a committee \( c_t \) consisting of \( k \) candidates as required. We are now primarily interested in finding the members of \( c_t \) that best represent \( i \). Denote the set of these representatives by \( B(i, c_t) \). Several plausible ways of finding the best representatives can be envisioned:

1. \( B_{\text{sum}}(c_t) = \{ j \in c_t | \sum_j r_{jt} \geq \sum_j r_{qt}, \forall q \in c_t \} \),
2. \( B_{\text{min}}(c_t) = \{ j \in c_t | \min_j r_{jt} \geq \min_l r_{ql}, \forall l \in K, \forall q \in c_t \} \),
3. \( B_{\text{cop}}(c_t) = \{ j \in c_t | h(j) \geq h(q), \forall q \in c_t \} \) where \( h(j) = p \text{max}_j r_{jt} + (1 - p)\text{min}_j r_{jt} \),
4. \( B_{\text{cop}}(c_t) = \{ j \in c_t | \text{cop}(j) \geq \text{cop}(q), \forall q \in c_t \} \) where \( \text{cop}(j) = |\{ l \in c_t | r_{jl} > r_{lj}, \forall l \in K \}| \)

The first one determines the best representatives on the basis of the sums of the preference degrees obtained by candidates in all pairwise comparisons. This method is very much in the spirit of the Borda count. The second method looks at the minimum preference degree of each candidate when compared with all others and picks the candidate with the largest minimum. It is a variant of the min-max method in social choice theory. The third method is a version of Hurwicz’s
rule which maximizes the weighted sum of the smallest and largest preference degrees [2]. The fourth method is motivated by Copeland’s rule in social choice theory. The Copeland winner is the candidate that defeats more candidates than any other candidate. In the setting of fuzzy preference relation cop(j) is the number of candidates in e, that are less preferred to j than j is preferred to them. In reciprocal preference matrices, cop(j) is simply the number of entries larger than 0.5 on the j’th row.

Each of these methods singles out the best representatives of every voter in any given committee. Since each of the methods is based on a score, we can define a ranking of candidates in accordance with those scores. From the point of view of representation more important is, however, the ranking over committees ensuing from these methods. The most straightforward way to accomplish this is to define the score of committee c_t as follows:

\[ S_t = \sum_{i \in N} \sum_{a \in c_t} \sum_{j \in K} r^i_{aj}. \]

Thus, the score of a committee is the sum of values given by voters to each of its members. The values, in turn, are the sums of preference degrees in all pairwise comparisons. This method is a variation of the Borda count. The most representative committee \( RC^B \) would then be:

\[ RC^B = \{ c_j \in C^k \mid S_j \geq S_t, \forall c_j \in C^k \}. \]

Although the Chamberlin-Courant approach is very close to the Borda count as well, the above method is not its most plausible fuzzy counterpart. Rather than summing the preference degrees over alternatives and voters, the Chamberlin-Courant approach sums the Borda scores of each voter’s representative in any given committee. First we define

\[ r^i_j = \sum_{q \in K} r^i_{jq}. \]

Then, for each committee \( c_t \) we define:

\[ V_{it} = \max_{j \in c_t} r^i_j. \]

This can be viewed as the value of the committee \( c_t \) to voter \( i \) as reflected by the value \( i \) assigns to his/her representative in \( c_t \).

Now, the most representative committee in the sense of Chamberlin-Courant is:

\[ RC^{CC}_{\text{sum}} = \{ c_j \in C^k \mid \sum_i V_{ij} \geq \sum_i V_{iq}, \forall c_q \in C^k, i \in N, j \in K \}. \]

The \( RC^{CC}_{\text{sum}} \) committee thus defined is based on the summation of preference degrees in individual preference matrices. In analogous manner one can define the most representative committee in the min-max sense. Let \( r^i_j = \min_{q \in K} r^i_{jq} \). Now define, for each committee \( c_t \) and each voter \( i \):

\[ V^i_{it} = \max_{j \in c_t} r^i_j. \]

Then the most representative committee in the min-max sense is:

\[ RC^{CC}_{\text{min}} = \{ c_j \in C^k \mid \sum_i V^i_{ij} \geq \sum_i V^i_{iq}, \forall c_q \in C^k \}. \]

The \( RC^{CC}_{\text{min}} \) differs from the previous committee in using the min-max calculus to determine each voter’s representative. In a way, \( RC^{CC}_{\text{min}} \) mixes two kinds of maximands: the “utilitarian” and “Rawlsian”. The former maximizes the average utility, while the latter maximizes the utility of the worst-off individual [5].

A purely Rawlsian committee can also be envisioned. This is obtained as follows:

\[ RC^R = \{ c_j \in C^k \mid \min_i V^i_{ij} \geq \min_i V^i_{iq}, \forall c_q \in C^k \}. \]

In similar vein, one can define Hurwicz and Copeland committees, \( RC^H \) and \( RC^{CC} \), respectively. For a fixed value of \( p^i \in [0,1] \), let \( r^i_{Hj} = p^i(\max_{q} r^i_{jq}) + (1-p^i)(\min_{q} r^i_{jq}) \) and \( V^i_{Hj} = \max_{j \in c_t} r^i_{Hj} \). The set of most representative Hurwicz-type committees is then:

\[ RC^H = \{ c_j \in C^k \mid \sum_i V^i_{Hj} \geq \sum_i V^i_{iq}, \forall c_q \in C^k \}. \]

Note that the value \( p^i \) is voter specific measure of his/her “optimism”, i.e., the weight assigned to \( \max_j r^i_{ij} \), i.e., the degree of preference assigned to each candidate in the comparison of its weakest competitor. Intuitively speaking the exclusive emphasis on strongest and weakest pairwise comparisons is somewhat questionable in voting contexts.

To define, the Copeland-type committee, let \( RC^{Co} \), in turn, is based on the voters’ value function \( r^j_{Co} = \{ q \in K \mid r^j_{qj} > r^j_{jq} \} \) and the value function \( V^i_{it} = \max_{j \in c_t} r^i_{jt} \). Now,
Of these four types of committees, the Rawlsian and Copeland types utilize the least amount of the voter preference information. The former looks at the minimal level preference of each candidate when compared with all others. The latter uses only the order information of preference degrees. Of course, if the aim is to economize on information usage, the very idea of resorting to fuzzy preference degrees loses much of its appeal.

4 Concluding remarks

The computational complexity issues notwithstanding the design of representation maximizing committees turns on the fundamental question: given a complete and transitive preference relation over candidates, how to determine the “winner”? This question has dominated much of the applied social choice literature, especially after Donald Saari presented a strong case for the Borda count which for a long time was considered inferior to Condorcet extension methods, e.g. Copeland’s or Nanson’s rule \[6, 7, 3\]. When the individual preferences are fuzzy we have several alternative ways of defining the winner, i.e. the best candidate in the voter’s view. Some of these ways extend Condorcet’s notion of winning into fuzzy environments, while others are more in accordance with Borda’s views. Given the completeness of the individual preference relation, we can not only define the winner but also the ranking of the candidates. These rankings can then be used in defining the maximally representative committee.
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Abstract

The paper brings a discussion about the source of the inaccuracy in observations of objects and demonstrates that the essential reason of the lack of precision is changeability, and the more changeability, i.e. more dynamics, can be experienced the more inaccurate, more fuzzy judges can be. The space of ordered fuzzy numbers (OFN), the new model of fuzzy numbers that make possible to deal with fuzzy inputs quantitatively, exactly in the same way as with real numbers, is shortly presented. The new model possesses a set of properties which are in accordance with the influence of changeability on the increase of the inaccuracy in observations of the environment. The use of OFN is getting rid of the main problem in a classical fuzzy numbers - an unbounded increase in inaccuracies with next calculations. Moreover, new interpretation can be treated as an extend of classic proposals so there is no need to abandon existing ideas to deal with the new model of fuzzy numbers.

Keywords: Source of uncertainty, Fuzzy number, Ordered fuzzy number, Interpretation of fuzzy numbers, Algebraic operations.

1 Introduction

Fuzzy concept have been introduced in order to model such vague terms as observed values of some physical or economical terms, like pressure values or stock market rates, that can be inaccurate, can be noisy or can be difficult to measure with an appropriate precision because of technical reasons. In our daily life there are many cases that observations of objects in a population are fuzzy.

Discussion about the source of that inaccuracy is an aim of this publication. Authors want here to demonstrate that the essential reason of lack of precision in world’s observing is changeability and the more changeability can be experienced the more inaccurate (more fuzzy) judges can be. Authors are introducing the new model of fuzzy numbers [9],[10],[11] defined by themselves together with Dominik Słężaka. The new model possesses a set of properties which are in accordance with the influence of the changeability on the increase of the inaccuracy in observations of the environment. Interesting thing is that the new interpretations supplied by the new model can be treated as an extend of classic proposals so we do not need abandon existing ideas to deal with new ones. Beside a little bit of different interpretation, the new model of fuzzy numbers has a lot of useful mathematical properties, in the particular we are getting rid of the main problem in a classical fuzzy numbers - the unbounded increase of inaccuracies with next calculations. Moreover, thanks to the new attempt we can define new methods - based on the arithmetic of ordered fuzzy num-
bers - of processing information in processes dealing with fuzzy control [14],[15].

2 Changes as source of uncertainty

We can ask a question: which kind of person is an expert? A possible answer seems obvious - he/she is a specialist in solving some kind of problems which can be described by a set of parameters. Those parameters should be at least in a number of few variables, in other way he/she could solve only one unique problem and it could be difficult say about him/her - the expert. So we can say: more solvable problems with more variables and with wider ranges of values the person can describe, the better expert he/she is.

In fact if the one is a high class expert then he/she probably does not call a changeable his/her common situations, however another non-expert will see many changes around on the expert place. Point is the changes in this article should be treated relatively, not only in straight meaning of word changes. Now we can analyze some examples.

Let us imagine a situation, in which Mr. D. - an expert in assessing the distance - came on picnic out of the city. Let us establish, that while resting on the grass he has a good view on the nearby valley, in which a supermarket was built and many people are arriving for shopping. There is a crossroad with a quite busy way at the end of the valley, and the majority of customers must stop there before living the valley. Observing cars which are starting from the parking lot Mr. D. can very accurate (the more accurate, the better expert he is) assess how long the road distance they must pass before reaching the crossroad. Now let us suppose a fuzzy number $A$ (Fig.1) represents his assessment.

However, Mr. D.’s assessment of the distance from the place a given car stars to the crossroad becomes less precise when the car is in motion. The cause is the dynamics of the observed car. Faster the car drives, the less certain assessment is. Now let us allow fuzzy numbers $B$ and $C$ to represent the opinion about the distance in the tenth and twentieth seconds of observation of the moving car. It is of course pre-arranged script of assessments, however, intuitively the majority of people will confirm the fact that “fuzziness” of consecutive numbers should increase, at least till the moment of reaching the monotonous speed of the observed phenomenon.

Let us elaborate the example. Let us suppose the Mr. D. is great enjoying the picnic in the company of his friends and Mr. V. - an expert in assessing a velocity of moving objects. Mr. V. is observing the valley and he is able to describe with a high precision the speed of monotonously moving lorry, and this represents a fuzzy number $S$. However, the certainty of his assessment is less when he is trying to establish a velocity of a motorbike which is overtaking the lorry; in this case he gives a fuzzy number $T$. Moreover, if the motorbike all the time is speeding up and then slowing down overtaking next vehicles on the road, the precision of the assessment of Mr. V. is smaller and smaller. This represents a fuzzy number $U$.

![Figure 1: Assessments of Mr.D.](image1)

![Figure 2: Assessments of Mr.V.](image2)

Alike as in the case of Mr. D. in the moment when well identified situations (i.e. monotonous speed of the object) begin to change, the uncertainty of assessments of Mr. V. is growing.

One can look for different examples showing the more changeable situations in which the uncertainty (as well as fuzziness) of assessments is growing. They could concern very different situations e.g. the teacher...
does not have a problem with assessing the pupil if his progress for the entire semester is monotonously growing, however, when the pupil once writes a very good work, another time a very crummy one, so in the course of the semester, the justice assessment is difficult and doubts can easily appear. Another example refers to prices of shares on stock exchange. When changes are very dynamic even the best experts will have some difficulties in assessing and a large portion of the uncertainty of their predictions will appear. Perhaps one should not regard dynamics of changes in observed parameters as the only source of uncertainties, however, we can see that it obviously influences the precision of experts’ assessments. One can give some reasons for linking uncertainty, and inaccuracy with dynamics of changes. Certainly one of them is rather the imprecise term: now. Since it is very hard for people to determine the exact moment of carrying the assessment out. Very notion now is a very inaccurate term. Sometimes it is indicating the given second, other time an hour and yet another time can mean even years (especially at economic assessments). Every change has a specific property which is a direction. In next part of this publication a new model of fuzzy numbers will be introduced - the ordered fuzzy numbers. They form a good tool to represent the imprecision understood exactly as a result of changes observed in values of parameters.

3 Critiques of convex fuzzy numbers

As long as one works with fuzzy numbers that possess continuous membership functions the two procedures: the extension principle and the \( \alpha \)-cut and interval arithmetic method give the same results (cf. [1]) as far as their arithmetic. However, approximations of fuzzy functions and operations are needed if one wants to follow the extension principle and stay within \((L, R)\)-numbers. It leads to some drawbacks as well as to unexpected and uncontrollable results of repeatedly applied operations [16].

Classical fuzzy numbers are very special fuzzy sets defined on the universe of all real numbers. If for a fuzzy set \( A \) defined on reals \( \mathbb{R} \), we call

- the core of \( A \) as the (classical) set of those \( x \in \mathbb{R} \) for which its membership function \( \mu_A(x) = 1 \), and
- the \( \alpha \)-cut of \( A \) as a (classical) set \( A[\alpha] = \{x \in \mathbb{R} : \mu_A(x) \geq \alpha \} \), for each \( \alpha \in [0, 1] \), and
- the support of \( A \) as the (classical) set \( \text{supp} \ A = \{x \in \mathbb{R} : \mu_A(x) > 0 \} \),

then we are ready to define the so-called convex fuzzy numbers as those fuzzy sets \( A \)'s on \( \mathbb{R} \) that satisfy three conditions (compare [1],[2],[3],[13],[16]): a) the core of a fuzzy number \( A \) is nonempty, b) \( \alpha \)-cuts of \( A \) are closed, bounded intervals, and c) \( \text{supp} \ A \) is bounded. Since no assumption about continuity of the membership function \( \mu_A \) of the fuzzy number has been made all crisp numbers are fuzzy numbers, as well.

The results of multiply operations on the convex fuzzy numbers are leading to the large grow of the fuzziness, and depend on the order of operations since the distributive law, which involves the interaction of addition and multiplication, does not hold there.

In this paper we will repeat our main arguments presented in the series of papers [7],[8],[9],[10],[11],[14],[15], that lead to a generalization of the classical concept of fuzzy numbers and then to new definition of ordered fuzzy numbers and their algebra which brings an evolutionary algorithm making possible its determination.

4 Inverse representation of membership functions

Our main observation made in [8] was: a kind of quasi-invertibility of membership functions is crucial and one has to define arithmetic operations on their inverse parts to be in agreement with operations on the crisp real numbers. Consequently, assuming this, the invertibility of membership functions of convex
fuzzy number $A$ makes it possible to define two functions $a_1, a_2$ on $[0, 1]$ that give lower and upper bounds of each $\alpha$-cut of the membership function $\mu_A$ of the number $A$:

$$A[\alpha] := \{ x \in \mathbb{R} : \mu_A(x) \geq \alpha \} = [a_1(\alpha), a_2(\alpha)],$$

where boundary points are given for each $\alpha \in [0, 1]$ by

$$a_1(\alpha) = \mu_A^{-1}_{\text{incr}}(\alpha) \quad \text{and} \quad a_2(\alpha) = \mu_A^{-1}_{\text{decr}}(\alpha).$$

In (2) the symbol $\mu_A^{-1}_{\text{incr}}$ denotes the inverse function of the increasing part of the membership function $\mu_A_{\text{incr}}$, the other symbol refers to the decreasing part $\mu_A_{\text{decr}}$ of $\mu$. Then we can see that the membership function $\mu_A$ of $A$ is completely defined \footnote{The boundary points of the core of $A$, i.e. the set on which the membership function attains value one, are defined by two values $a_1(1)$ and $a_2(1)$.} by two functions $a_1 : [0, 1] \to \mathbb{R}$ and $a_2 : [0, 1] \to \mathbb{R}$. In terms of them arithmetic operations on the set of fuzzy numbers are defined [1],[2],[13].

For example: if $A$ and $B$ are two (convex) fuzzy numbers with the corresponding functions $a_1, a_2$ and $b_1, b_2$ for $A$ and $B$, respectively, then in terms of their $\alpha$-cuts the result $C = A + B$ of addition is defined as follows:

$$C[\alpha] = A[\alpha] + B[\alpha], \quad \alpha \in [0, 1],$$

$$C[\alpha] = [a_1(\alpha) + b_1(\alpha), a_2(\alpha) + b_2(\alpha)].$$

For subtraction, however, according to the interval arithmetic [5] the difference $D = A - B$ is defined

$$D[\alpha] = [a_1(\alpha) - b_2(\alpha), a_2(\alpha) - b_1(\alpha)], \quad \alpha \in [0, 1].$$

Notice, that in subtraction of the same fuzzy number $A$, i.e. for $C = A - A$, we get $C[\alpha] = [a_1(\alpha) - a_2(\alpha), a_2(\alpha) - a_1(\alpha)]$ which represents non-crisp, fuzzy zero, unless $a_1(\alpha) = a_2(\alpha)$ for each $\alpha$.

However, when the classical denotation for independent and dependent variables of the membership functions, namely $x$ and $y$ is used, and we look once more at (1)-(2), and if we put $y = \alpha$ and use $x$ for the denotation of values of the functions $a_1$ and $a_2$, then we will get for two “wings” of the graph of $A$ possible representations:

$$x = a_1(y) \quad \text{and} \quad x = a_2(y), \quad y \in [0, 1].$$

In what follows we will use the approach (5) in the representation of so-called ordered fuzzy numbers identified with pairs of continuous functions of the interval $[0, 1]$.

### 5 Ordered fuzzy numbers

In the series of papers [7],[6],[9],[10],[11],[12],[14],[15] we have introduced and then developed main concepts of the space of ordered fuzzy numbers. In our approach the concept of membership functions has been weakened by requiring a mere membership relation. Following our observations made in section 4 a fuzzy number $A$ will be identified with the pair of functions $a_1$ and $a_2$ (cf. (1) - (2)) defined on the interval $[0, 1]$, i.e.

**Definition 1.** By an ordered fuzzy number $A$ we mean an ordered pair of two continuous functions $A = (x_{\text{up}}, x_{\text{down}})$ called the up-branch and the down-branch, respectively, both defined on the closed interval $[0, 1]$ with values in $\mathbb{R}$.

Notice, however, that in our definition we do not require that two continuous functions are inverse functions of some membership function. Moreover, in general a membership function corresponding to $A$ may not exist.

The continuity of both parts implies their images are bounded intervals, say $UP$ and $DOWN$, respectively (Fig. 2a)). If we used the symbols $UP = [l_A, 1_A]$ and $DOWN = [1_A^+, p_A]$ to mark boundaries and add the third interval $CONST = [1_A^-, 1_A^+]$, then we can see that in fact three subintervals appearing in splitting the support of each convex fuzzy number, discussed above. Notice that in general neither $l_A \leq 1_A^-$ nor $1_A^+ \leq p_A$ must hold (i.e. $x_{\text{up}}(1)$ does not need to be less than $x_{\text{down}}(1)$). In this way we can reach improper intervals, which have been already discussed in the framework of the extended interval arithmetic by Kaucher in [4] and called by
A pair of continuous functions \((x_{up}, x_{down})\) determines different ordered fuzzy number than the pair \((x_{up}, x_{down})\). Graphically the plots of \((x_{up}, x_{down})\) and \((x_{down}, x_{up})\) do not differ, however, the corresponding curves determine two different ordered fuzzy numbers: they differ by the orientation which we have denoted in Fig. 3c by an arrow.

The original definition of OFNs from \([9]\) has been recently generalized in \([12]\).

Now, in the most natural way, the operation of addition between two pairs of such functions has been defined as the pairwise addition of their elements. This is exactly the same as the operation defined in Sec. 4 on \(\alpha\)-cuts of \(A\) and \(B\), cf. (3). As long as we are adding ordered fuzzy numbers which possess their classical counterparts in the form of trapezoidal type membership functions, and moreover, are of the same orientation, the results of addition are in agreement with the \(\alpha\)-cut and interval arithmetic. However, this does not hold, in general, if the numbers have opposite orientations, for the result of addition may lead to improper intervals as far as some \(\alpha\)-cuts are concerned. In this way we are close to the Kaufcher arithmetic \([4]\) with improper intervals.

**Definition 2.** Let \(A = (f_A,g_A), B = (f_B,g_B)\) and \(C = (f_C,g_C)\) are mathematical objects called ordered fuzzy numbers. The sum \(C = A + B\), subtraction \(C = A - B\), product \(C = A \cdot B\), and division \(C = A \div B\) are defined by formula

\[
C(y) = f_A(y) \ast f_B(y),
\]

\[
G(y) = g_A(y) \ast g_B(y)
\]

where \(\ast\) works for \(+\), \(-\), \(\cdot\), and \(\div\), respectively, and where \(A \div B\) is defined, if the functions \(|f_B|\) and \(|g_B|\) are bigger than zero.

As it was already noticed in the previous section the subtraction of \(B\) is the same as addition of the opposite of \(B\), i.e. the number \((-1) \cdot B\).

### 6 Ordered fuzzy numbers around us

Model of ordered fuzzy numbers provides some interesting properties \([7],[9],[14],[15]\), which open new areas for calculating and pro-
Let us look for another example from the economy and consider a financial company, which has two units $A$ and $B$. Expert made opinion about the income of both units. For $A$ he said: "income is stated on level 4 millions and this is a downward trend". For $B$ he said: "income is stated on level 3 millions and this is a upward trend". He described incomings of both units by two OFNs (Fig. 5) $A$ and $B$. By using OFNs the expert can describe not only the value and the trend but also the escalation of that trend.

We have two OFNs where "wide" of branches (up and down) are different. Number $B$ is more "wide" than $A$. What does it mean? We can find answer if we make more deep (but simply) analysis. If the expert has made up-branch of $A$ from 5 to 4 millions then he considers possible range of changes as 1 million. Up-branch of $B$ was made from 1 to 3 millions so he considers range of changes as 2 millions. To sum up, we understand the number $B$ as an information about a process which us more dynamic than $A$. Another thing is the direction that shows that $A$ is the decreasing process and $B$ is the increasing one.

In real life we could expect total income of analyzed company about 7 millions. Additional, if the increasing process of $B$ was more dynamic than decreasing of $A$ then we expect in total also increasing process, however less dynamic than for $B$. If we use OFN model and add numbers $A$ and $B$ according to (6) then we get expected results (Fig. 6).

7 Conclusions

The ordered fuzzy numbers form a tool for describing and processing vague information. They expand existing ideas. Their "good" algebra opens new areas for calculations. Beside that, new property (orientation) and its
interpretation presented in this paper can open new areas for using fuzzy numbers. Important fact (in author’s opinion) is that thanks to OFNs we can join without complication classical field of fuzzy numbers with new ideas. We can use the OFNs instead the convex fuzzy numbers and if we need to use extended properties we can use them easily. One of directions of the future work with the OFNs are rules in the inference system for a fuzzy controller with new rules. The OFN can contain much more information than the classical fuzzy number - so why do not use it?
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Abstract

The paper gives an overview about the activities in research and development at the University of Applied Sciences Zittau/Görlitz and the IPM-Institute in the field of Soft Computing. The main application fields as well as the main research projects are explained. The motivation is to invite scientists from East and West for further successful collaboration.
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1 Preamble

Traditionally, research and development (R&D) at the Institute of Process Technology, Process Automation and Measuring Technology (IPM) at the University of Applied Sciences Zittau/Görlitz are focussed on power engineering and power plant technology. Studies are realised not only for conventional power plants also for nuclear power plants (NPP). The R&D projects are financed by industry (IP) as well as by the government (GP). The topics in the nuclear field cover the reactor safety research in Germany and serve the preservation of competence. The results are also applicable to other industrial applications (quality management).

2 Main application fields and projects

The main application fields are:

- Modelling,
- Monitoring,
- Diagnosis,
- Control.

To reach the above mentioned aims soft computing methods are applied or combined with classical algorithms because complexity of the investigated processes (non-linearity, dynamics, ...) makes conventional methods not always efficient.

For about 20 years the development and application of soft computing methods especially Fuzzy Systems and Artificial Neural Networks (ANN) have been one of the main topics in R&D at the University of Applied Sciences and the IPM.

Selected projects:

- Fuzzy-Control of mixture level using conductivity sensors (1992)
- Application of conventional methods and Fuzzy-Logic to improve the hydrostatic water level measurement at pressure vessels (GP: BMFT 1500855/7, 1994; PhD thesis Worlitz, 1993)
• Implementation of Fuzzy Controllers within industrial control and instrumentation systems (IP: Mauell, 1995)

• Combination of conventional observer structures with Fuzzy Algorithms to improve the water level monitoring in pressure vessels (GP: BMFT 1500855/7, 1994; PhD thesis Kästner, 1996)

• Development and realisation of Fuzzy Control conceptions for steam turbine control (IP: Mauell, 1996)

• Fuzzy-Control for optimal operation of a neutralisation facility in a NPP (IP: NPP Brunsbüttel, 1998)

• Combination of conventional and Fuzzy Control to optimise (low-emission) the fire control of conventional steam generator (GP: BMBF 1703898, 2000)

• Control and diagnosis of Magnetic bearings using Fuzzy-Control (GP: BMBF, SMWA, 2002, 2005)

• Application of cluster algorithms for the diagnosis of hydrostatic water level measuring systems (GP: BMWA 1501204, 2003)

• Development of static and dynamic Fuzzy Models to detect the mixture level within pressure vessels during negative pressure gradients (GP: BMWA 1501015, 1999; PhD thesis Traichel, 2005)

• Application of ANN for the modelling of coal-fired steam generators (IP: Vattenfall, 2005)

• Application of ANN and Fuzzy Systems of TSK-type for the modelling of the relationship between water level within pressure vessel and gamma radiation for Boiling Water Reactors (GP: BMWA 1501248, 2007)

• Application of ANN and Fuzzy Systems of TSK-type for the modelling of the relationship between differential pressure and agglomeration of isolation material at strainers (GP: BMWA 1501270, 1501307, 2007)

• Application of Fuzzy Systems of TSK-type for particle classification (GP: BMWA 1501270, 2007)

Besides industrial applications, methodical investigations have been carried out:

• Implementation of a Fuzzy Shell within the simulation tool DynStar (1992)

• Contributions to structure analysis and optimisation of Fuzzy Controllers demonstrated at a turbine control system (PhD thesis Chaker, 1996)

• Comprehension of fuzziness within Probabilistic Safety Analysis (GP: BMWA 1501249, 2002)

• Studies on fuzzy equation systems (Fuzzy Arithmetic) (GP: DFG, 2002)

• Weight analysis of Multilayer Perceptron (MLP) and coefficient analysis of Fuzzy Systems of TSK-type to generate characteristic values for the valuation of model quality (GP: BMWA 1501248, 2004)

• Studies about compact and hierarchical structures of MLP (IP: Vattenfall, 2005)

3 Summary

The close connection between methodical studies (development and methods) and experimental research (design and validation) have been proven to be highly efficient.

Albeit, further methodical research is necessary to improve the acceptance of Soft Computing methods especially in connection with safety-related applications.

This will be a research field in future particularly with regard to the application of digital control and instrumentation systems.

We think the annual Zittau Fuzzy Colloquium offers an excellent panel for discussion about perspectives of Soft Computing particularly concerning R&D in safety-related problems.
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Abstract

The paper deals with the modelling of dynamical processes based on Soft Computing methods. The structure of a Dynamic Fuzzy Model is illustrated on a linear dynamic system of first order. The influence of impreciseness of the characteristic map is demonstrated on an oscillating non-linear model. At last the results of simulation are valuated.

Keywords: Soft Computing, Fuzzy Modelling, Dynamic Systems.

1 Preamble

Soft Computing algorithms like Fuzzy Systems (Mamdani, TSK) and Artificial Neural Networks (ANN) are efficient methods for the modelling of relationships between input and output variables of complex non-linear processes. The modelling of dynamic processes based on Soft Computing algorithms can be realised by a combination of Soft Computing Model (SCM) and functional blocks which consider the dynamics of the process. Structures consist of a static Soft Computing Model and an external integrator whose output variable is fed back as input of the SCM have to been proven. Figure 1 illustrates the structure of the Dynamic Soft Computing Model (DSCM).

In the following sections selected aspects concerning the modelling by Dynamic Soft Computing Models are analysed. The study bases on a presetting of an analytical dynamic model and its reproduction by a Dynamic Soft Computing Model. The valuation of the DSCM quality is realised in comparison to the analytical model (ideal result). For the purpose of visualisation the analysis is restricted to low-dimensional systems.

2 Linear Dynamic Model

Based on a linear differential equation of first order (1) a DSCM is designed. As Soft Computing Model a Mamdani Fuzzy System is applied (Dynamic Fuzzy Model).

\[ \dot{z}(t) = a \cdot z(t) + b \cdot u(t) \] (1)

Inputs of the Fuzzy Model are the input variable \( u(t) \) and the state variable \( z(t) \), the output is...
given by the time derivation of the state variable \( dz/dt \).

The state variable \( z(t) \) and the input variable \( u(t) \) are represented by 3 Fuzzy Sets on the interval \([-1, 1]\), the time derivation \( dz/dt \) is represented by 5 Fuzzy Sets on the interval \([-1, 1]\). Linear membership functions, the fuzzy operators \( S2 \) and \( T2 \) and the Singleton defuzzification method are used.

The linear characteristic map of the Fuzzy Model is shown in Figure 2. The slope of the map is characterized by parameters a and b.

Figure 4 illustrates the embedding of the trajectory \( dz/dt = f(z, u) \) in the linear characteristic map.

Figure 2: Characteristic map of Fuzzy Model (stable system).

Figure 3 presents the time response of the state variable \( z(t) \) (analytical model) and \( z_f(t) \) of the Dynamic Fuzzy Model (DFM) for a sinusodial input variable \( u(t) \). The error between the state variable of the analytical model and the DFM \( e_z \) is negligible.

Figure 3: Time response of \( z(t) \), \( z_f(t) \) and error \( e_z \) for a sinusodial input \( u(t) \) (stable system).

Figure 5: Characteristic map of Fuzzy Model (unstable system).

Figure 6: Time response of \( z(t) \), \( z_f(t) \) and error \( e_z \) for a sinusodial input \( u(t) \) (unstable system).
The assignment of the rule matrix has an influence on the orientation of the characteristic map and is an essential criterion for the stability of the model. Figure 5 shows the mirrored map resulting from a modified assignment of the rule matrix. The time response of the state variable $z_f(t)$ of DFM is characterised by instability (Figure 6).

3 Non-linear Dynamic Model

Based on a non-linear dynamic model a Dynamic Fuzzy Model is designed. It has to be shown that seeming negligible impreciseness of the fuzzy characteristic map leads to a significant difference between the ideal model (analytical model) and the reproduction based on DFM. This can be observed particularly for models characterised by oscillating time response of state variables.

To demonstrate this effect a model for the description of a Predator-Prey-relationship is used. The model is defined as an autonomous system with the state variables $X$ (prey) and $Y$ (predator). The model structure (2) as well as the parameterisation (3) is designed with the aim to create a system at the stability limit. The time response of the state variables is characterised by an oscillation with constant amplitude.

$$
\begin{align*}
\dot{X}(t) &= a \cdot X(t) - b \cdot X(t) \cdot Y(t) - e \cdot X(t)^2 \\
\dot{Y}(t) &= c \cdot X(t) \cdot Y(t) - d \cdot Y(t) \\
\end{align*}
$$

with

$$
\begin{align*}
a &= b = c = d = 1 \\
e &= 0 \\
X_0 &= Y_0 = 1.5
\end{align*}
$$

The state variables $X$ and $Y$ are represented by 5 Fuzzy Sets on the interval $[0, 2]$. The time derivations of state variables $dX/dt$ and $dY/dt$ are represented by 13 Fuzzy Sets on the interval $[-2, 2]$. Linear membership functions, the fuzzy operators $S_2$ and $T_2$ and the Singleton defuzzification method are used.

The characteristic maps $dX/dt = f(X, Y)$ and $dY/dt = f(X, Y)$ are shown in Figure 7 and 8.

Figure 7: Characteristic map of Fuzzy Model $dX/dt = f(X, Y)$.

Figure 8: Characteristic map of Fuzzy Model $dY/dt = f(X, Y)$.

Figure 9 presents the time response of the state variable $X$ (prey) for the analytical model $X(t)$ and the DFM $X_f(t)$.

Figure 9: Time response of state variables $X(t)$ and $X_f(t)$.

It can be recognised that the difference between the state variable $X(t)$ (analytical model) and $X_f(t)$ (DFM) increases with time. This effect can be also identified for the state variable $Y$ (predator). There is a difference between the amplitudes observable as well as a phase shift.
Figure 10 illustrates the appropriate state errors $e_X$ and $e_Y$ between the state variables of the analytical model and the DFM.

An analysis of sensibility leads to the result that a variation of the:

- number of Fuzzy Sets
- shape of membership functions
- kind of Fuzzy Operators
- kind of Defuzzification Method

has no influence on the result.

As a reason for the increasing error small differences between the characteristic maps of analytical model and DFM is detected.

Figure 11 exemplarily shows the characteristic map of the error $e_{dX} = f(X, Y)$ between the analytical model and Dynamic Fuzzy Model for the relationship $dX/dt = f(X, Y)$. The error ranges between $[-0.02, 0.02]$, i.e. ±1% of the time derivation range $dX/dt$.

Normally, the model quality of the DFM can be evaluated as “good” or “very good”.

It turned out that the oscillating time response of the state variables is significantly influenced by the map error. The trajectory of state variable passes through the map regions which are inaccurate. As a result the difference between the ideal model (analytical model) and the DFM increases more and more. Figure 12 illustrates the embedding of the error trajectory in the error map $e_{dX} = f(X, Y)$ (situation after 50 s simulation time).

Further studies show that this effect is independent from the applied Soft Computing method (Fuzzy system of Mamdani-type, Fuzzy system of TSK-type, Multilayer Perceptron).
4 Summary

Admittedly, the investigated case of a dynamical model at the stability limit represents an extreme example. However the described effects can also be observed for oscillating systems converging to a point of equilibrium.

Figure 14: Time response of state variables $X$, $Y$ (analytic model) and $X_f$, $Y_f$ (DFM) as well as state errors $e_X$ and $e_Y$.

Figure 14 shows the time response of state variables $X$, $Y$ (analytic model) and $X_f$, $Y_f$ (DFM) as well as state errors $e_X$ and $e_Y$ for a design of the Predator-Prey-Model in form of a fixed-point attractor ($e = 0.1$).

The simulation confirms that in the case of oscillating state variables small deviations within the characteristic map leads to significant differences between DFM reproduction and ideal model (analytical model). This has to be taken into consideration for the modelling of dynamical processes based on Dynamic Soft Computing Models.

Acknowledgement

The grant by the German Government is gratefully acknowledged.

References


Modelling the differential pressure at sieves with artificial neural networks (multilayer perceptron) – a contribution to reactor safety research

Alexander Kratzsch
Wolfgang Kästner
Rainer Hampel

University of Applied Sciences Zittau/Goerlitz,
Institute of Process Technology, Process Automation and Measuring Technology (IPM)
P.O. BOX 1455
D – 02763 Zittau; Germany
Tel.: +49 (0) 3583 61 1282, Fax: +49 (0) 3583 61 1288

{akratzsch, w.kaestner, r.hampel}@hs-zigr.de

Abstract

In this contribution we describe the modelling of the differential pressure behavior of isolation materials at a sieve by artificial neural networks (ANN). The subject arranges itself in the area of the reactor safety research. Compared with [3] the number of the inputs for the connection which can be modelled was increased. Thereby the number of necessary connections is reduced and the model quality is improved.

Keywords: artificial neural network, reactor safety research.

1 Preamble

One of the main features in reactor safety research is the safe heat dissipation from the reactor core and the reactor containment of light-water reactors. In the case of loss of coolant accident the possibility of the entry of isolation material into the reactor containment and the building sump of the reactor containment and into the associated systems to the residual heat exhaust is a serious problem. That can lead to a handicap of the system functions. To ensure the residual heat exhaust if necessary the emergency cooling systems are put in operation, which transport the water from the sump to the condensation chamber and directly to the reactor pressure vessel. A high allocation of the sieves with fractionated isolation material, in the sump, can lead to the blockage of the sieves, inadmissibly increased pressure build-up at the sieves and to malfunctioning pumps.

2 Modelling the differential pressure at sieves with ANN

2.1 Basics

Our goal is to determine the differential pressure $\Delta p$ in dependency on the mass allocation $MB$ and the flow rate $\nu$ at the sieves. For this in Germany a lot of experimental investigations were performed. For the modelling the following nonlinear relationship is indicated.

$$\Delta p = f(MB, \nu, T, L),$$

i. e. the differential pressure $\Delta p$ depends on the mass allocation $MB$, the flow rate $\nu$, the coolant temperature $T$ and a characteristic length $L$. 


2.2 The databases

From „the pressure – time“ process and from „flow rate – time“ process at stationary values of the flow rate \( v \) the corresponding stationary values for the differential pressure \( \Delta p \) are determined and gathered in a database \( D^{(G)} \). The isolation materials type and geometry of the sieve were constant during the test series. The variation of the mass allocation \( MB \), flow rate \( v \) and the coolant temperature \( T \) took place as below indicated:

\[
MB = \{2,4,6,8,10,12\} \frac{kg}{m^2},
\]

\[
v = \{0,1,2,3,4,5,6,8,10,12,14,16,18,20\} \frac{cm}{s},
\]

\[
T = \{25,45,70\}^\circ C.
\]

### Table 1: Structure of the databases

<table>
<thead>
<tr>
<th></th>
<th>( D^{(G)} )</th>
<th>( D^{(I)} )</th>
<th>( D^{(2)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of samples</td>
<td>233</td>
<td>143</td>
<td>90</td>
</tr>
<tr>
<td>( v ) [cm/s]</td>
<td>0,1,2,3,4,5,6,7,8,10,12,14,16,18,20</td>
<td>1,2,5,8,12,16,18,20</td>
<td>3,4,6,10,14,20</td>
</tr>
<tr>
<td>( MB ) [kg/m²]</td>
<td>2, 4, 6, 8, 10, 12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( T )^\circ C</td>
<td>35, 45, 70</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
As transfer function the following piecewise Parabola – function \[2\] is used (equation (4), Figure 3).

\[
f(z) = \begin{cases} 
  -1 & \text{for } z < 2; \\
  \frac{1}{4} (z + 2)^2 - 1 & \text{for } -2 \leq z \leq 0; \\
  1 - \frac{1}{4} (z - 2)^2 & \text{for } 0 \leq z \leq 2; \\
  1 & \text{for } z > 2. 
\end{cases} \tag{4}
\]

At the beginning an oversized net is designed. First training runs are carried out with activated Pruning. Subsequently, a neural net is available, which contains the necessary number of connections, to successfully reproduce the interrelationships. The final artificial neural network possesses the following architecture.

**Table 2: Network architecture**

<table>
<thead>
<tr>
<th>Number of neurons in the input layer</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of neurons in the first hidden layer</td>
<td>9</td>
</tr>
<tr>
<td>Number of neurons in the second hidden layer</td>
<td>3</td>
</tr>
<tr>
<td>Number of neurons in the output layer</td>
<td>1</td>
</tr>
</tbody>
</table>

2.4 Results

For the successful reproduction of the 143 training data samples 66 connections are necessary. The trained artificial neural network reproduces the training database \(D^{(1)}\) with a relative maximum error of 2.94 \% and a mean relative error of 0.51 \%. Figure 5 shows the result for the training data record in dependence on the data samples.

The test data basis \(D^{(2)}\) is reproduces with a relative maximum error of 1.37 \% and a mean relative error of 0.33 \%. Figure 6 show the result for the test data record in dependence of the data samples.
By adjusting the ANN weights we obtain a satisfactory model for the reproduction of the connection between mass allocation $MB$, flow rate $v$, temperature $T$ and porosity $\varepsilon$.

3 Summary

The developed NN is able to model the input–output connection with good accuracy. The model is not limited to the development environment. It can be applied in different simulation programs.
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Abstract
We consider the computation of multistate systems reliabilities in the presence of random set estimations for the elements' working abilities. It turns out that the Dempster-Shafer (DS) approach is a suitable mathematical tool. For the case that the interdependence of the elements is unknown, bounds for the system's performance belief and plausibility functions are given as well.
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1 Introduction
Consider a system $\Sigma$ with $n$ components $E_1, \ldots, E_n$ (e.g., parallel, serial, etc.). The performance of each component is described by $x_i \in L_i$ for $i = 1, \ldots, n$ with $L_i$ being a complete lattice. Moreover, let $x = (x_1, \ldots, x_n)$. These are the basics for a rather general mathematical model of multistate systems where performance often means "working ability".

In applications, the $L_i$ are usually finite sets (e.g., nonnegative integers) or real numbers from $[0,1]$. The system's performance is computed via the structure function $\Phi(x)$ (see Def. 2.1). Concerning the elements performance, it is assumed that $p_i(x_i)$, i.e. the probability (density) for $x_i$ taking values from $L_i$ is known. (Thus the performance of $E_i$ can be interpreted as a random variable on the states of $E_i$ with range $L_i$.) This, however, may be unrealistic, because the available information for $E_i$ often concerns regions of performances rather than single values.

Take for example $L_i = [0,1]$. Then the performance of $E_i$ might be characterised by the statement "the probability of high performance is medium", "mean performance is likely", "low performance is not very probable". These linguistic statements are vague and one could try to grasp notions like "high", "medium", etc. by fuzzy sets on $L_i$ (for the performance) and on $[0,1]$ (for the probabilities). For the sake of lucidity we will, however, assume the performance regions to be crisp subsets of $L_i$ and the probabilities to be crisp numbers. Thus we are led to classical the Dempster-Shafer Theory (DST).

Another problem concerns the correlation of the elements with respect to their performance. The assumption often made is that the elements behave independently, what is not always the case. Here, estimations for dependent elements are necessary.

2 Mathematical Prerequisites
Suppose to be given a system $\Sigma$ with the above properties. Then the Cartesian product $P = L_1 \times \ldots \times L_n$ is a complete lattice as well, and we obviously have $x \in P$. Further, let $L$ be another complete lattice. We suppose all lattices to be bounded, i.e. for any of them there exist largest and smallest elements which we uniformly denote by 0 and 1. For the different partial orders within the lattices we always use "$\leq$". The following definitions are well-known [3].
**Definition 2.1.** Let $\Phi : P \rightarrow L$ be an isotonic (non-decreasing) function (with respect to the partial order in $P$) with $\Phi(0,\ldots,0)=0$, $\Phi(1,\ldots,1)=1$. We call $\Phi$ the structure function of $\Sigma$.

**Definition 2.2.** Let $\Omega$ be a sample space, $P$ be a probability measure defined on a suitable $\sigma$-algebra over $\Omega$ (e.g. the set of all subsets of $\Omega$). Further, let be given a system of sets $\Xi$ (a $\sigma$-algebra) and a set-valued function (random set) $X : \Omega \rightarrow \Xi$. Then we define for any set $A \in \Xi$ the function $m_A : \Xi \rightarrow [0,1]$ by

$$m_A(A) = P(\omega : X(\omega) = A)$$  \hspace{1cm} (1)

where problems of measurability are left outside for simplicity. The lower index "$X$" will be omitted if misinterpretation is impossible. The system $\{A_1,\ldots,A_N\}$ with $A_i \in \Xi$ is called focal (w. r. to $X$) if all $A_i$ are nonempty, the mass assignments $m(A_i)$ are positive for all $i$ and the normalisation condition

$$\sum_i m(A_i) = 1$$

is fulfilled. Hence, the random set $X$ can be given by $\{(A_1,m(A_1)),\ldots,(A_N,m(A_N))\}$.

Now we define the functions $bel$, $pl$ (belief, plausibility) : $\Xi \rightarrow [0,1]$ by

$$bel(A) = \sum_{A \subseteq A} m(A), \quad pl(A) = \sum_{A \cap A \neq \emptyset} m(A).$$  \hspace{1cm} (2)

Obviously, $bel(A) \leq pl(A)$. We emphasise that the elements of $\Xi$ may intersect. This is typical for situations with incomplete information. Presentations (1) and (2) are generalisations of the classical random variable which is recovered for atomic $A_i$ (i.e., they are pairwise disjoint and $A_i \cap A \neq \emptyset$ implies $A_i \subseteq A$).

Next we need the following generalisation of DST to functions of random variables.

**Definition 2.3.** Suppose to be given $M$ random sets $X_i$ with ranges $rg(X_i) \in \Xi$, characterised by focal elements $\{A_i^k\}$ and corresponding mass assignments $\{m_{i,k}\}$; $i = 1,\ldots,M$. Here, $m_{i,k}^i = m(A_i^k)$. Further, let be given a function

$$f : X \rightarrow \Xi,$$

where $\Xi$ is a suitable $\sigma$-algebra and $X$ means the Cartesian product. Then we get the induced random set $Y = f(X_1,\ldots,X_M)$ with focal elements $B_{k_1,\ldots,k_M} = f(A_1^{k_1},\ldots,A_M^{k_M})$ and given mass assignments

$$m_{k_1,\ldots,k_M} = m(B_{k_1,\ldots,k_M}) = P(X_i = A_i^{k_i},\ldots,X_M = A_M^{k_M}).$$

Notice that the entity $\{m_{k_1,\ldots,k_M}\}$ is not necessarily normalised, because some of the $B_{k_1,\ldots,k_M}$ may happen to be empty thus being excluded from further consideration. Hence, a normalisation should be performed in those cases and we may assume the above entity to be normal.

Now, for any $B \in \Xi$ we get in analogy to (2)

$$bel(B) = \sum_{B_{k_1,\ldots,k_M} \subseteq B} m_{k_1,\ldots,k_M},$$

$$pl(B) = \sum_{B_{k_1,\ldots,k_M} \cap B \neq \emptyset} m_{k_1,\ldots,k_M}.$$  \hspace{1cm} (3)

The assumption that the $m_{k_1,\ldots,k_M}$ are known is rather restricting and may be unrealistic (as in statistics). If the random sets $X_i$ are independent then one can set

$$m_{k_1,\ldots,k_M} = m_{i_1}^{k_1} \cdots m_{i_M}^{k_M}.$$  

The case that information on $X_i$ originates from several experts leads to Dempster's rule of combination and is considered, e.g. in [5].

In the case that the correlation between $X_1,\ldots,X_M$ is unknown one can derive estimations as solutions of the following optimisation tasks (omitting non-negativity conditions).
\[
\sum_{k=1}^{n} m_{k} \rightarrow \min \quad \left( \sum_{k=1}^{n} m_{k} \right) \rightarrow \min
\]

\[
\sum_{k=1}^{n} m_{k} \rightarrow \max
\]

\[
\sum_{k=1}^{n} m_{k} = m_{k}^{'} : i = 1, ..., M
\]

(here, prime means that the \(i\)th summand is omitted).

Denoting the extremal values of (4) by \(bel(B)\) and \(pl(B)\) one gets the obvious inclusion

\[
bel(B) \leq bel(B) \leq pl(B) \leq \overline{pl}(B).
\]

**Remark 2.1.** Solving (3) and (4) becomes rather time-consuming for higher dimensions. To keep efforts minimal, one should take sets \(B\) which are of special interest for the random set \(Y\). In practice, often \(\mathcal{D}_{i}\) and \(\mathcal{D}\) are set systems on the real axis. This may lead to interval computation for (3) and (4). For \(B\) one can take the set \(\mathcal{A}(z) = \{x \in \mathbb{R} : x \leq z\}\) thus obtaining the plausibility and belief distribution functions \(F, F\) from

\[
F(z) = pl(\mathcal{A}(z)), \quad F(z) = bel(\mathcal{A}(z)).
\]

**Example 2.1.** Consider two independent random sets \(X_{1} = ([0.0, 0.2], [0.3, 0.6], [0.7, 1.0])\) and \(X_{2} = ([0.6, 0.6], [0.8, 1.0], [0.3])\) characterising the working ability of the two elements in a serial system.

Hence, we take function \(f\) as \(\min\) (acting on intervals by bounds). After simple computations we get

\[
Y = ([0.0, 0.2], [0.3, 0.6], [0.44], [0.3, 0.8], [0.09], [0.7, 1.0], [0.05]).
\]

Assume we want to know \(bel\) and \(pl\) for an "acceptable" work ability of the system characterised by the interval \(B = [0.65, 1]\). From (3) we get

\[
bel(B) = 0.05,
\]

\[
pl(B) = 0.22 + 0.05 = 0.27,
\]

what is not very high, because both systems mainly work at medium level.

Therefore, the question for "medium" working ability given by \(B = [0.3, 0.6]\) will be answered by \(bel(B) = 0.44 + 0.09 = 0.53,\)

\[
pl(B) = 0.44 + 0.22 + 0.09 = 0.75.
\]

**3 Application to System Reliability**

In principle, the above apparatus easily applies to reliability determination of multistage systems. The information on the elements performance is given by the random sets \(X_{i}\) with focal elements

\[
A_{k}^{i} \subseteq \mathcal{D}_{i}
\]

(the latter being a suitable extension of \(L_{i}\)).

The role of the function \(f\) is now played by the structure function \(\Phi\) that maps (in analogy to \(f\)) into \(\mathcal{D}_{L}\), the latter being the corresponding extension of \(L\). Often, the system is a connection of parallel-serial sub-systems what may ease the computation of \(\Phi\) (e.g. by paths or cuts). A popular choice for \(L_{i}\) and \(L\) is the unit interval \([0, 1]\). Usually, one aims at computing the probability for a certain minimal level \(\alpha\) of the system's performance, it is \(\Phi(x) \geq \alpha\). This leads to

\[
B_{k_{1} \ldots k_{n}} = \Phi(A_{k_{1} \ldots k_{n}})
\]

whereby the focal elements of \(X_{i}\) may be taken as intervals in the continuous case, i.e.

\[
A_{k_{i}} = [a_{k_{i}}, a_{k_{i}}]
\]

For \(B\) we take \([\alpha, 1]\). Due to the isotonicity of \(\Phi\) we get for (3)

\[
bel(\alpha) = \sum_{\Phi(k_{1} \ldots k_{n}) \geq \alpha} m_{k_{1} \ldots k_{n}},
\]

\[
pl(\alpha) = \sum_{\Phi(k_{1} \ldots k_{n}) \geq \alpha} m_{k_{1} \ldots k_{n}}
\]

(7)

where we used \(bel(\alpha), pl(\alpha)\) for \(bel(B), pl(B)\).
Though (7) is computationally easier to handle than the general task (3), it may be of advantage to decompose the system $\Sigma$ into smaller parts what is typical for parallel-serial systems. The most elementary subsystems are those consisting of two elements. As a result we obtain random sets describing the behaviour of the subsystems and which can be combined to get the final estimation with respect to (7) or (4).

4 Conclusion

In the present paper we considered possibilities to compute reliabilities of multistate systems in the presence of random set estimations for the elements’ working ability (performance). It turned out that the Dempster-Shafer approach is a suitable mathematical tool. For the case that the interdependence of the elements is unknown, bounds for the system's performance belief and plausibility functions are given as well. From a practical point of view it may be useful to consider fuzzy focal elements and/or fuzzy sets $B$ which will be a topic for future research. We also refer to [1,2,6] where generalised implication operators are used to characterise the degree of inclusion of fuzzy sets.
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